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e twelfth in a series of Army Science Conferences was held at
the United States Military Academy, 17-20 June 1980. The conference
presented a cross section of the many significant scientific and
engineering programs carried out by the Department of the Army and
provided an opportunity for Department of the Army civilian and mili-
tary scientists and engineers to present the results of their reseerch
and development efforts before a distinguished and critical audience.

These Proceedings of the 1980 Army Science Conference are a com-

nlation of all papers presented at the conference and the supplemental
papers that were submitted. The Proceedings consist of four volumes,
with Volumes I through III unclassified, and Volume IV classified.

3. Our purpose for soliciting these papers was:

a. To stimulate the involvement of scientific and engineering
talent within the Department of the Army.

b. To demonstrate Army competence in research and development.

c. To provide a forum wherein Army personnel can demonstrate the
full scope and depth of their current projects.

d. To promote the interchange of ideas among members of the Army
scientific and engineering community.

4. It is hoped that the information contained in these volumes will be
of benefit to those who attended the conference and to others interested
in Army research and development.

DONALD R. KErTH

Lieutenant General, GS
Deputy Chief of Staff for Research,
Development, and Acquisition
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All experiments involving live animals that are reported
in the Proceedings were performed in accordance with theprinciples of laboratory animal care as promulgated bythe National Society of Medical Research.
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IN SEARCH OF STRONG INFRARED EXTINCTION IN AEROSOLS

JANON F. EMMUY, Ph.D.
CheMical Systems Laboratory, USAARRADCOM

Aberdeen Proving Ground, MD 21010

INTRODUCTION

There is no optical region more amenable to theoretical treatment
of nonspherical and compound particles than the Rayleigh region. Here
it is possible to calculate with relative ease, the extinction due to
any particle which can be represented by an ellipsoid( 1 ) or a con-
focally coated ellipsoid( 2 ). This is not very restrictive because
nearly all convex particles can be accurately described by an ellip-
soid envelope, with the exception of polyhedra. Coated spheres, need-
les and discs are accurately represented. Recently lattico dynamical
and dielectric continuum calculations were made predicting extinction
by Rayleigh cubes and polyhedra 75). It is even possible to model
accurately the extinction caused by a collection or irregular shapes,
the most common form for solid aerosols. From the standpoint of pro-
ducing strong extinction per unit mass, the Rayleigh region is the most
fruitful for even a moderately absorbing particle. Here extinction as
a function of size attains a high _plateau which remains independent of
size so long as we stay within the region. Here we do not have to
depend, as is often the case elsewhere, on narrow extinction resonances
which all but disappear when particle size, shape, composition or
orientation change only slightly. The Rayleigh region holds the most
promise for yielding particles engineered to produce strong broad
electromagnetic extinction, and therefore it should be explored as
extensively as possible.

DISCUSSION

The Rayleigh region is constrained by definition to be located

*11
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where particle si ze is small with rO-spect to wavelength both inside
and outside the particle. Here there is a close connection linking
the static polarization of a particle and its extinction per unit mass.
Before describing this connection first we will take a closer look at
the extinction per unit mass which will be referred to simply as the
extinction. Extinction, Y, determines the fraction of incident
radiation, T, which passes a distance, L, through an aerosol cloud
having concentration,,C, in accordance with'Beers Law.

T e -YCL

A convenient self-consistent set of unitsýpqts extinction in square
meters per gram of aerosol, concentration in grams of aerosol per
cubic meter of air, and pathlength in meters. The extinction co-
effi6ient depends on the geometric cross section, G, optical extinction
efficiency factor, Q, and particle weight, W, in the following way.

W 0 >m

The inner brackets represent an average over solid angle to take into
aqcount random orientations experienced by particles in the cloud
while the outer brackets represent an average over particle mass (size)
distribution in the cloud. This double integral simplifies to the
following single integral expression because <GQ/W> is independent of
particle size for an absorbing particle in the Raylgigh region and of
course particle weight is independent of orientation.

KGQ>,,
< < -.GQ > >

W 6 fn W

The fundamental extinction theorem relates the extinction cross section,
GQ, to the real part of the scatter amplitude in the forward direction,

.ReIS(0)1, for radiation of wavelength, X.
2

GQ
Tr

The Rayleigh theory relates the static complex polarizability, a,, of an
absorbing particle to its forward scatter amplitude.

3

S (0) 1 2Tr a

Substituting this value into the fundamental extinction tlieorem we
find for a single particle at one orientation,

2

GQ = 8 T' Re

The extinction cross section resulting from a collection of randomly

2
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oriented ellipsoidal particles can be expressed as a function of a
complex polarizability which is just one third the sum of the polari-
zabilities, aj, along the major ellipsoidal axes.

+- 3 + -4• )/3

1 2 1

The major axis polarizabilities of an ellipsoidal particle are directly
proportional to particle volume, V, and depend on complex refractive
index, n, and depolarization factors, Lj, along the major ellipsoidal

ares a, b, and c.
V(n -1)

S L (n ) + I
where n N + AK

J abc ds
L1" •2 (S+az)3i 2 (.+b2)LIZ (s+cz)TiT

with appropriate cyclical changes for L2 and L3. The three depolari-
zation factors have the properties that each is nonnegative and their
sunm is one.

The depolarization factors of spheroids depend only on the aspect
or axial ratio of the axis of symmetry with respect to either one of
the other two equal major axes.For a prolate spheroid with axial ratio,
A, defined always to be greater than one;

1-e 2  1 l+eL1 -2 (-i 4 Zn -+e)

2 2L 2 -I-Li L 3 - L2 e,11/
2

For an oblate spheroid with aspect ratio, A, also defined to be greater
than one;

" -+f -1 arc tan f)
f 2  T

2 2
L2= 1 L 3  t.2 f .A -I

2

We may now write the extinction for a cloud of randomly oriented Ray-
leigh ellipsoidal or spheroidal particles.

2

87T 3 V. 2NK 2
V7 - jL (NZ-Kz) + (1-L )jY + (2NKLj)

3

Ui i - l i . . .i ...
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When the wavelength and density, p, are moved over to the left hand
side of the equation, shape dependence is more clearly evident on
the right hand side. In this way, wavelength and density, which are
altogether unrelated to shape, no longer appear as independent variables
and extinction values will not be tied to a single wavelength and
density. 21•P = 67Tm 3 NK

"3 --J=i ILj (NZ-KZ) + (-t) + (2NKLj

It is this quantity)0A that we choose to plot on the contour maps.
This frees us to select any wavelength, density combination and inter-
pret extinction isopleths accordingly. One self-consistent set of
units conv nient to use in the infrared holds the extinction in square
meters per gram, puts density in grams per cubic centimeter, and wave-

length in micrometers. In this system of units, extinction density
wavelength contour maps may be said to represent, for example, extinc-
tion at one micrometer and unit density or at half a micrometer and a
density of two.

When the shape and dielectric properties of the particle combine
to reduce the value of the denominator in the previous equation, there
is an increase in extinction or equivalently a resonance 6). The
shape dependence of this resonance enters through the depolarization
factor. A sphere has depolarization factors equal to 1/3 for fields
applied along any orthogonal set of three radial axes. A prolate
sphercid approximating a thin needle has Lj- 0 for fields applied
parallel to its length and L -• 1/2 for fie.ds in the plane of symmetry.
An oblate spheroid approximaling a thin disk has Lj*l for fields
applied perpendicular to the plane of symmetry and Lj-0 for fields
in the symmetry plane.

A resonance occurs when the following conditions are satisfied:

2 _ 2
11 (N- K) + (]-I.') =0 2NKIJ =0

Remembering that all depolarizatlon factors are nonnegative, we find
that for a given shape and depolarization factor the resonant values
for the optical constants which satisfy both conditions are

1/2
N = 0 K = (ll, -1)

A close look at extinction In the 111111It n 1O and K equal to tihe above
value reveals that this In Indeed an ext ilact oan pole. Al I. three
depolarization factors IFor a sphere are equal to I/' tiod 'ts resanance
therefore occurs at N-0 and Km .

I,4
4I
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The special case where Lj-÷O warrents some discussion. This can
occur, as mentioned before, for selected orientations of needles and
disks with respect to the electric field vector. Taking this limit
in the previous equation relating extinction to complex refractive
index and depolarization factor, the terms in the summation corres-
ponding to depolarization approaching zero become simply2

2 NK+ terms withLj 0

3 L -O

These terms tend to dominate over terms which correspond to depolari-
zation which is nonzero over most of the complex refractive index
plane.

Figure 1 shows extinction density wavelength contours for a sphere
over a complex refractive index range typical of metals at visible
wavelengths and semiconductors at visible and infrared wavelengths.
Future references to extinction density wavelength contours will be
made simply to extinction for brevity. There is one resonance or
region of strong extinction centered at N-0 and K- (2. This has been
identified as the first electrostatic surface polariton mode. The
region where the imaginary component of the refractive index is greater
than the real component is the restrahl region. There must always be
absorption here in order to satisfy the Krameru-Kronig relationships.
Any point lying on the K axis violates this requirement. Therefore
the K axis may only be approached, and extinction will always remain
bounded. The closest approach to this resonaince will be made by a
material with maximal oscillator strength in a single oscillator

within bum rule limits and with minimal oscillator damping( 7 ).

In figure 2 the single resonance of a sphere has split into two
resonances for an oblate spheroid at an aspect ratio Of ten. One pole
moves down the K axis toward the origin without noticeable changes in
the extent of its contour values while the second resonance climbs
steadily up the K axis, spreading its influence in the forni of high
extinction over more and more of the complex index plane while aspect
ratio grows. A similar situation applies to prolate spheroids except
that the resonance moving down the K axis converges on the value one.

A metal is the aerosol material best suited to take advantage of
high extlnctj 9? produced by th3 resonance moving up the K axis. A
simple model for the optical constants of a metal, the Drude theory
model, puts the real parts of the refractive index equal to the imag-
inary index at wavelengths greater than ten microns. Extinction pro-
duced by metal prolate spheroids obeying the Drude theory appears in

5
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figure 3 as a function of the base ten logarithm of the aspect ratio

F and optical constants. This range of optical constants is typical of

metals in the infrared. Metal oblate spheroids generate a similar
appearing set of contours. In figure 4 extinction produced by a
metal oblate spheroid is subtracted from that produced by a prolate

17L spheroid having the same aspect ratio and optical constants. Negative
contour values are not plotted. In figure 5 prolate spheroid extinc-
tion is subtracted from oblate, so the region where an oblate spheroid
is superior to a prelate spheroid appears in the area which is con-
toured out to an aspect ratio of ten thousand. Increasing metallic
refractive index and increasing aspect ratio work to produce high
extinction as can be seen in figure 3. When comparing which shape
causes higher extinction at a given complex index we see from
figure 4 and 5 that the prolate shape is superior for aspect ratios
less than some value while the oblate is superior for aspect ratios
greater then that value, In comparisons at a fixed aspect ratio, we
see that the oblate spheroid is superior below certain complex indices
and for higher complex indices a prolate spheroid is better.

The original ellipsoidal theory of Rayleigh has been extended in
recent years to include confocally coated ellipsoidal particles. The
major axis polarizabilities,j , of a confocally coated e.llipsoid
are directly proportional to overall ellipsoid volume, V, and depend
on inner (core) complex refractive index, ni, outer (shell) complex
refractive index, no, core volume fraction, Vi/V, inner depolarization
factor, LI, and outer depolarization factor, L

0

V~ (n.2 1 {Lj~ni2-n 2) + + v ýo2~Lj k 1no2+
Z)h. Li+ n02jt1+Lo(n02-)J+ Vi L,(L)n n1

2 ( -.1

Where the depol~irlzatlon factors and complex Indices are defined as
before for solid ellipsoids and spheroids. The confocal constraint
requires that the difvferenc'e between the square of the outer axes and
the Squiare of the Inner coll Uear axes remain constant, resulting in
a th i•uor coatilg on larger axes. The va:iue for this constant is
determined by the core ell.ipsoid volume fraetton. It is important to
re'og niVe that a cotnfocal constraint removes a degree of freedom from
simul I taleous spe.CIflentCIon of inner depolarizatioan factor, outer
depolarizat on factor and core volume fraction. Once any two of these
vartables ire speoifled, the third is automatically determined by the
constraint.

If the CMHU ed elII 0 pso HI is a coated prola te spheroid, both the
Inner and outer spheroldH will he prolate wittli two f'oe[ oilntts in

1'
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Figure 5. Extinction difference isopleths between metal (N=K)
spheroids, oblate minus prolate, compared at equal aspect ratio and
equal complex refractive index. Negative isopleths are deleted.
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Figure 6. Extinction difference isopleths coated minus homogeneous,
between a metal mantle (N-20, K=20) dielectric core (N-1.5, K-.01)
oblate spheroid and a homogeneous oblate spheroid of the name metal.
Aspect ratios of the core and homogeneous s~pheroid are equaml.
Negative contours are deleted.
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Figure 7. Extinction difference isopleths, coated minus homogeneous,
between a metal mantle (N-20, K-20), dielectric core (N-I.5, K-.01)
oblate spheroid and a bomogeneous oblate spheroid of the same metal.
Aspect ratios of the mantle outer surface and homogeneous spheroid
are equal. Negative contours are deleted.
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Figure 8. Extlnct~on leopleths for a metal mantle (N-20, K-20) oblate i

spheroid at an outer aspect ratio of 100 and a core volume fraction of
).5 as a function of core complex refractive index.
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common, and if it is a coated oblate spheroid then both will be ob-
late with a foci ring of points in common. Both inner and outer
depolarization factors depend upon aspect ratios as they did for solid
spheroids. However, due to a constraint a choice must be made as to
which two of the variables, inner aspect ratio, outer aspect ratio or
core volume fraction will be specified. Inner aspect ratio is always
greater than or equal to outer aspect ratio. The ratio of inner aspect
ratio over outer aspect ratio becomes larger as the core volume frac-
tion becomes smaller.

Altogether seven variables are used to characterize a confocally
coated spheroid. These variables are inner and outer complex re-
fractive indices, coce volume fraction, inner aspect ratio and outer
aspect ratio. As a result of the confocal constraint only two of the
last three variables are independent leaving six independent variables
governing extinction. Projecting contours onto a two dimensional
plane was an effective technique to locate strong ektinction pro-
duced by a solid spheroid where there were only three governing in-
dependent variables hut not when there are six variables. The
appropriate procedure for seeking out extinction maxima in six dimen-
sions is to employ a function extreme search algorithm. Such a search
is being undertaken and it is too early to describe the results, how-
ever it is valuable to portray in two dimensions what happens to the
strong extinction obsorved earlier due to high aspect ratio solid
metal spheroids when a dielectric confocal coating is applied over the
outside.

Calculations have been made for metal core dielectric coated
spheroids and it was found that dielectric coatings reduce extinction
at all aspect ratios not close to one for both oblate and prolate
spheroids. On the other hand it has been discovered that applying a
metal coating over a dielectric core can significantly increase
extinction for both prolate and oblate spheroids. Figures 6 and 7 map
the extinction difference between coated and uncoated oblate spher•ids
Extinction due to solid oblate spheroids with real index 20 and imagi-
nary index 20 is subtracted from the extinction due to coated oblarte
spheroids with dielectric core real index 1.5 imaginary index 0.01
and metal coating complex refractive index equal to that of the solid
spheroid. In figure 6, the solid spheroid aspect ratio is set equal
to the inner aspect ratio while in figure 7 it is Cqual. to outer aspect
ratio. These contour maps are similar to those of a prolate spheroid
except that the contour marking the boundary where extinetion of
both coated and uncoated become equal occurs at an aspect ratio
nearly an order of magnitude smina1ler. A substantial increase inl
extinction i evident in figures 6 and 7 as a result of the dielectric
core up to aspect ratios of nearly one thotsand for core volume frav-
tionf hetween 0.1 and 0.9. At larger aspect ratios the solidspheroid

10 i0 ~I -
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is superior, however this cutoff depends on the optical constants of
the metal.

In figurna 8, we can see what happens to this coated spheroid at an
outer aspect ratio of one hundred and core volume fraction of 0.5
when we adjust the core refractive index to determined what improve-
ments are possible over the dielectric core just discussed. The orig-
inal dielectric core with real index 1.5 and imaginary index 0.01 is
in an area of relatively strong extinction but figure 8 shows that by
increasing the core imaginary index above 0.01 extinction will gt
larger. The optimal core would have a small real index and an imag-
inary index between 5 and 30; values to be expected in a metal a
frequencies just below the plasma frequency at visible wavelengths.

As mentioned earlier the Rayleigh ellipsoidal theory is not a
good approximation for particles that hWve edges and vertices such as
polyhedra. Fortunately dielectric continuum and lattice dynamical
calculations predict the absorption properties of cubes and other
polyhedra small compared to wavelength. The results of such calcul-
ations for a cube appear in figure 9. Once again resonances emerge
along the K axis but now there are six resonances located between
imaginary indices of one half and two with the strongest resonance
appearing furthest up the axis. Extinction far removcd from these

resonances or outside the restrahl region is almost indistinguishable
from that of a small sphere.

N

Figure 9. Extinction isopleths fur a cube as a function of complex
refractive index.

wi
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CONCLUSIONS

When particle size becomes small compared to wavelength, extinc-
tion not only depends on geometric cross sections but also becomes
a very strong function of complex refractive index. Regions of
resonant extinction were located in the complex refractive index
plane for a variety of spheroidal and confocnlly coated spheroidal
particles using the Rayleigh ellipsoidal approximation. The strongest
most extensive is found for high aspect ratio metal prolate and ob-
late spheroids approximating thin needles and disks. Even stronger
extinction was found to occur when metal needles and disks have a
dielectric core. On the other hand a dielectric coating reduces ex-
tinction. The unbounded peaks of extinction resonances, located
where the real part of the complex refractive index becomes zero,

were proven to be inaccessible to any material obeying the Kramers-
Kroanig relation which requires absorption at restrahl, Finally the
six resonances of a cubic particle were explored in the complex re-
fractive index plane. Because a cube is an example of where the
Rayleigh ellipsoidal approximation fails most severely, the extinc-
tion was predicted using a result taken from the dielectric con-
tinuum and thb lattice dynamical theories.
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BURNING RATE TRANSITIONS FOR HM BURNED
AS A BINDERLESS PROPELLANT

*ROBERT A. FIFER, DR.
JAMES E. COLE

US ARMY BALLISTIC RESEARCH LABORATORY
ABERDEEN PROVING GROUND, MD 21.005

INTRODUCTION

The burn rates of propellants used in gun and rocket applications
can usually be fit to an empirical equation of the form

R APn (1)

where R is the burn rate, P is the pressure and A and n are constants.
For a typical solid propellant, the pressure exponent n is about 0.8,
and the burn rate increases from about 0.5 cm/s at a pressure of 1 MPa
(150 psi) to roughly 70 cm/s at 500 MPa (72,500 psi). Rocket motors
usually operate at a constant pressure of 69 MPa (10,000 psi) or less.
Guns typically operate at peak pressures of 345 MPa (50,000 psi) or
higher, although the pressure is much lower than the peak pressure for
most of the time the projectile travels down the gun barrel.

Composite (non-homogeneous) propellants containing crystalline
HMX (cyclotetramethylene-tetranitramine) or the similar compound RDX
(cyclutrimetlhylene-trinitramine) imbedded in a polymeric binder are
gradually replacing homogeneous nitrocellulose-based propellants in
many gun and rocket applications. Propellants containing I(MX or RDX
are conmmonly called nitramiae propellants.

A number of studies have been carried-out to determine the burn
rate of pure HMX (1-4), using either large single crystals or pressed
powder samples. Single crystal studies have only beon success[ul to
about 10 MPa, due to the tendency of the crystals to crack from the
Lhermal stresses associated with burn:ing at pressures higher than this.
With pressed powder samples burn rates at pressures up to about

13
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35 MPa (5000 psi) have been auccessfully measured, and then only by
using extremely fine HMX particles (< 5 pm) pressed to very high

densities. In most cases it was reported that sample "break up"
occurred at a threshold pressure, preventing the burn rate from being
measured at higher pressures.

We also have investigated the burn rate behavior of pressed
binderless HMX. We have found that the "break up" reported by previous
investigators is not random crumbling of the sample but rather an
orderly transition from "normal" slow burning to "super-fast" burning.
The regression rate increases by roughly three orders of magnitude at
the transition pressure, causing the sample to appear to suddenly
disappear in a cloud of smoke when observed by conventional photo-
graphic techniques. We have developed techniques for measuring very
fast regression rates with sufficient accuracy to characterize the
super-fast regression beyond the transition point. Using these
techniques, we have shown that the regression attains velocities up to
6000 cm/s at high pressure, with pressure exponents as low as 0.3,
depending on sample preparation.

These results are significant for certain applications that
require extremely rapid gas generation rates. One such application
being investigated at this laboratory is the "traveling charge gun"
concept. In a traveling charge gun, a single solid cylinder of propel-
lant (or a stack of different propellants) would be attached to the
base of the projectile and burn rocket-style as the projectile moved
down barrel, burning-out just before muzzle exit. If a near constant
pressure were maintained at the propellant (i.e., projectile) base,
extremely high ballistic efficiency would result leading to muzzle
velocities considerably higher than for a conventional gun cycle for
the same maximum gun pressure. Since burning takes place only at the
bass of the charge, extremely high burn rate propellant (scveral thou-
sand cm/s or more depending on gun pressure and muzzle velocity desired)
is required in order for the gas generation rate to be high enough to
maintain constant pressure.

Prior to this study, the only propellant materials known to have
burn rates high enough for traveling charge gun operation were Certain
carborane-based compositions. These materials are very expensive.
HmX, on the other hand, is already being produced at low cost [or
propellant and explosive applications, and its use should make the
traveling charge concept economically feasible.

14
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1EXPERIMENTAL

Preparation of HIX Samples

The pressed samples were prepared from three different particle
sizes of military grade powdered HMX: as received class E (< 44 vm)
and class C HMX screened into two size ranges, 149-297 vim and
105-149 vm. The samples were pressed at 110 MPa (16,000 psi) into
parallelepiped strands having the dimensions 3.2 x 0.6 x 0.16-0.19 cm.
The density of each parallelepiped was determined from its weight and
measured dimensions. The percent theoretical maximum density (TMD),
based on a density of 1.90 g/cc for crystalline HMX was 82% for
class E, 92% for 105-149 um class C and 95% for 149-297 pm class C.

One end of each sample was cemented to a holder which mounted
securely inside the strand burner (for burn rate measurements) or win-
dow chamber (for high-speed photography). To assure one-dimensional
(end-to-end) regression during burning, the four large sides of each
sample were "inhibited" with a thin coating of epoxy to prevent flame
spreading down the sides ahead of the regressing surface.

For the strand burner experiments, the regression rate was deter-
mined using two fuse wires -- one passing through the sample near the
top, and the other near the base. To accommodate these wires, small
(0.35 mm) holes were drilled through the 0.6 x 3.2 cm faces of the
sample. The finest size fuse wire that could be handled without break-
ing (one quarter amp, 0.114 mm diameter) was used in order to achieve
as rapid melting as possible. The fuse wire spacing (typically about
2.0 cm) was measured to + 0.25 mm (1.5% or better). During an experi-
ment a small current is passed through these wires. Burning of the
propellant melts the fuse wires sequentially, generating electrical
signals. The regression rate is then determined from the measured
time interval and inter-wire distance. The HMX strands were ignited
by a small cylindrical piece of JPN propellant that was mechanically
attached to the top of the HMX sample and ignited by a heated wire
through its center. This technique presumably produced miure uniform
ignition of the surface.

For the window chamber tests, the samples were not I itted with
fuse wires, The samples were diro,-L.y Lgnited by a heated wire on the
end of the strand to prevent optical Interl'urence (flame, smoke, etc.)
from burning pieces of JPN propellant.

1.5 .!
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Strand Burner, Window Chamber and Recording Equipment

In the propellaLat community, the term "strand burner" has come to
mean any reactor in which a single "strand" of propellant can be burned L-
one-dimensionally at constant, or near constant, pressure. Generally,
constant pressure is achieved by simply keeping the volume of the
system large compared to the mass of sample being burned. (In a
"closed bomb", by way of contrast, a number of propellant grains are
burned simultaneously on all exposed surfaces, and one measures the
self-generated pressure as a function of time).

The strand burner used in these experiments is of conventional
design. The main chamber Is cylindrical, with a 4.5 cm internal diam-
eter, a 36 cm internal length, and a free volume of 4C0 cc when
assembled with the samiple holder. Electrical feed-throughs are pro-
vided for the ignition current and time of event (fuse) wires. Comr-
pressors are used to prepressurize the burner with nitrogen a few

minutes before igniting the sample.

The electrical signals resulting from melting of the fuse wires
were recorded on separate channels of a mag-netic tape, together with
0,1, 1.0 or 10 ms calibrated time marks. The signals were also used
to start and stop a digital counter which measured the corresponding
time interval to the nearest microsecond.

The window chamber used for the photographic measurements has a
volume of 2700 cc and is equipped with windows sufficiently large to
photograph the entire 3.2 cm length of the pressed strands. Movies
have been obtained of samples burning at three different pressures:
3.45 MPa (500 psi), 13.8 MPa (2000 psi) and 34.5 MPa (5000 psi).
Kodak type 7242 film was used, with a framing rate up to 11,000 frames
per second for the fast-burning samples. All movies were obtained
with nc exturnal illumination of the sample. The camera was started
about one second before igniting the sample in order to enable it to
reach full speed before sample burning. A blinking light inside the
camera was used to put framing rate calibration marks along the edge
of the film.

RESULTS

Strand Burner Experiments

The results of the strand burner regression rate measurements
for the three particle size pressed HMX samples are shown plotted Ln
Fig. 1.
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Fig. 1. Regression ratet vs pressure for pressed binderles. IhIX

These samples can be seen to exhibit the following behavior: Below

IwI
about 3.4 M•a (500 psi), all of the samples exhibit the "normal",slow I*MX burn rate measured by other investigators. At higher pressures,each type sample undergoes a transition to super-fast regression.
The cransition pressure can be seen to increase with increasing
particle size arid sample deneity. Over a very small pressu~re range,
the regression rates increase from about 1 cm/s to about 400 to
1000 cm/s. A second break then occurs and the regression rate
increases •:lowly with increasing pressure. At pressures just above the
transition pressure, the regression rate is greater, the smaller the
IRMX particle size. The three curves appear to converge to a rate of
about 2500 cm/s at about 100 MPa (14,500 psi), and fall in the approx-
imate range 3000-6000 cm/s at 345 MPa (50,000 psi). In the high
pressure region, the apparealt burn rate pressure exponent (see Eq. (1))
is less than 0.8 for the coarsest 1114 particle size, and less than
0.3 for the finest HNX particle size material.

17 !

A ,



*FIFER &6 COLE

The solid lines in Fig. 1 were drawn in by simple visual inspec-
tion of the plotted data points. More sophisticated data analysis
does not appear to be justified in view of the scatter in the data.
As might be expected, reproducibility is worst in the transition and
high pressure regions. The most likely explanation for the scatter
is the finite melt time characteristics of the fuse wires. For a
regression rate of 3000 cm/s and a typical inter-wire distance of
2.0 cm, the expected time interval is only 0.7 ms. For the fuse wires
not to contribute to data scatter, they would have to melt on a time
scale short compared to this (e.g., 0.1 ms), which is very unlikely.
There appears to be much less scatter at high pressure for the class E
HMX samples. This will be discussed below in connection with the
proposed mechanism,

Window Chamber Experiments

The initial reason for carrying-out the window chamber experiments
was to confirm the regression rates measured using the fuse wire
technique. For the three pressures investigated (3.45, 13.8 and 34.5
MI'a), the regression rates measured photographically agreed with those
shown in Fig. 1. Note that at 11,000 frames per second, only
35 frames would record the regression of a 3.2 cm long sample burning
down at 1000 cm/s. Much higher framing rate cameras would clearly be
required to measure burn rates of 5,000 cm/s or higher.

in addition to confirming the measured strand burner regression
rates, the high-speed movies provided valuable clues regarding the
mechanism of the super-fast regression above the transition point. At
3.45 MPa (below the transition) the samples were observed to burn
slowly with an orange flame, the height of which (,. 5 mm) is small
compared to the length of the sample. At 13.8 or 34.5 MPa (above the
transition), the samples burn very rapidly with a white to bluish flame
that is very high -- extending beyond the top of the field of view even
when the strand has burned down most of the way. (For "normal" burn-
ing, flame height would be expected to decrease, not increase, with V
increasing pressure). Moreover, luminosity fills the volume being I
observed for some time after the sample has burned down to its base.
Finally, it was observed that the regressing surface above the transu-
tion pressure is very diffuse and poorly defined. These observations,
together with a theoretical analysis, provide the basis for the muchua-
nism proposed in the next section.

1
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DISCUSSION

Mechanism of the High-Speed Regression

Above a certain transition pressure, the pressed HMX samples
studied in this investigation exhibited very high regression rates,
anti therefore very high mass burning rates, H (g sm-2s-1). Mass burn-
ing rate can be related to the density of the propellant ps (g/cc),
burn rate R (cm/s), burning surface area A (cmJ per square cm of
surface) and regression rate S (cm/s) by

M - p RA - p S (2)

Consequently, the primary question is whether the transition to high
regression rates indicates a dramatic increase in burn rate, or in
surface area. That HMX undergoes a transition at low pressures to
super-high burn rates is not consistent with the following observations:

1. Other investigators have reported "normal" (slow) burning for
their (finer particle size and/or higher density) pressed samples to
pressures higher than the transition pressures of our samples.

2. We have burned unconsolidated (loose powder) HKX of different
particle sizes in a closed bomb (Pmax • 190 MPa). The measured
pressurization rates were approximately what would be expected for
the estimated surface area and a "normal" burn rate law.

3. The high-speed movies obtained in this study suggest a
surface-area-increase mechanism, which is discussed in the following
paragraphs.

It follows that the transition to very high mass burn rates is a
reflection of an increase in burning surface area. There is more than
one way by which this could occur. A number of reports in the litera-
ture discuss "conveutive burning", defined as in-depth burning due to
diffusion of hot product gases into the porous surface of the propellant
to create a greatly increased burning surface area.

Taylor (5), for example, has studied the burn rate behavior of
HI1X of different particle sizes, loosely packed to low densities
('L 1.05 g/cc or 55% TMD) in paper tubes and burned in a strand burner.
He showed that these samples underwent a transition toward high
apparent burning rate, the transition pressure being greater, the
smnallr the particle size of the 11MX. (This trend is the opposite of
that shown in Fig. I). He interpreted his results in terms of

19

47



*jFjjFEj & COLE

convective burning, and concluded that the transition occurs when a
molten layer becomes too thin in relation to the pore diameter to
provide a barrier to hot gas penetration.

Bobolev, et al. (6), have performed similar studies on low
density (1.00-1.04 g/cc) RDX, as well as a number of other propellant
materials having widely different melting temperatures. Since all
behaved similarly, they concluded thpt disappearance of a melt layer
was not the primary cause of the transition for their low density
samples. They proposed instead that convective burning commenced when
the pressure reached a critical value relative to the effective
diameter of the pores at the surface.

Neither laylor nor Bobolev attempted to measure regression rates
above the transition pressures for their low density samples -- the
highest regression rates reported were about 60 cm/s. We have shown
that high density pcessed HMX attains regression rates up to 3000-
6000 cm/s at high pressure. Assuming a normal burning rate law for
HMX, this corresponds to an increase in burning surface area of about
three orders of magnitude, and is clearly inconsistent with an in-depth
convective mechanism -- there is not enough internal surface area near
the surface of the sample to explain such an increase.

We therefore propose that the increased surface area does not
eKist in the solid sample, but is generated by a progressive release
of the particles which then burn in a jet flow moving away from the
regressing surface, i.e., a "progressive deconsolidation" mechanism
operates. In support of this mechanism, we found in our photographic
observations a diffuse regression front, a dramatically increased
[lame height above the transition point, and luminosity persisting
for some length of time after the sample has burned down. All these
are consistent with such a mechanism for surface area generation.
Figure 2 shows an idealized representation of our "prcgressive
deconsolidation" mechanism.

The diffuse regression front results from the fact that there
is no sharp boundary between solid and gas at the regressing surface -

particles are continuously breaking loose and accelerating away from
the sample. The flame height corresponds to the distance of the
particles from the sample when they burn out. The persisting luminos-
ity is simply a reflection of the fact that some of the suspended
particles are still burning even though the original sample has long
since "disappeared".

20
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0 0* . g 0 a
S 5

* . * * S E----particles burning in flame

- deconsolidating surface

E- -consolidated solid

Fig. 2. Idealized representation of progressive
deconsolidation mechanism

Theoretical Analysis

We have carried-out modeling calculations to predict the expected
flame height (and particle burn-out time) for pressed H15 samples
burning at; constant pressure by a progressive deconsolidation mechanism.
The following simplifying assumptions have been made: a) constant
pressure through the flame, b) spherical particles of a single size,
c) instantaneous ignition of all particles upon separation from
the propellant, d) HMX flame dimensions small compared to the dimen-
slans of the propellant flame, e) no velocity difference between
particles and gas, ýnd f) one-dimensional flow, i.e., sample burned
in a tube to prevent radial expansion such as shown in Fig. 2.

The equations are as follows. The unit area mass flow rate M
(g Cm- 2 s"1 ) is given by Eq. (3) as

M a Sps (3)

where S is the reiresbion rate and ps is the propellant density. By
the law of mass conservation, M is constant at all distances from the
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regressing surface (the velocity merely increases when the solid
particles convert to gas as they move away from the propellant). For
the burn rate R (cm/a) of HMX we take

R a 0.264 p0 ' 9  (4)

(P in MPa) based on low pressure results in the literature (3). The
density of the burned gas p8 (g/cc) is determined from9

l/p + b (5)a P

where I is the mans impetus for HMX (1360 Joules/g) and b is the
covolume (1,084 cc/&). This equation is based on the Abel-Noble
equation-of--state: P(V-b)oRT. The instantaneous density p in any
region of the two-phase flow is given by

PoP

XP + (1-x)p (6)

where pc is the crystalline density of HMX (1.9 g/cc) and X is the
mass fraction converted from solid to gas (calculated from the instant-
aneous sphere volume). From the law of mass conservation, the flow
velocity U (cm/s) relative to the regressing surface at any point in
the flame is given by

U M -(7)
P

The principal differential equations to be solved involve tha rate of
change of particle diameter D with respect to time, and with respect
to distance from the regressing propellant surface:

dD . 2R (8)
dt

dD dD dt 2R (9)
dx Ft x U
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Equat ion (8) alone I su'ffcic lent to calculate the part ile burn-
out time, and hence the duration of luminescence after the propellant
has regressed to its base. For constant pressure, Eq. (8) is a
constant, and the calculation is trivial. For example, for 300 micron
particles the calculated burn-out time is 5.4 ms at 13.8 MPa, and
2.3 ms at 34.5 MPa. These times are almost as large as the total
regression time for the 3.2 cm propellant strands. Actually, lumine's-
cence was observed to last for longer than these calculated times,
possibly due to agglomeration of some oý the particles.

The solution of Eq. (9) in order to determine the burn-out
distance (i.e., flame height) La non-trivial, and requires that the
instantaneous two-phase densely and flow velocity be recalculated using
Eqs. (6) and (7), respectiveiy, at each point in the integration. The
results of computations at several pressures are shown in Figs. 3 and
4, for 300 pm and 40 pm particles, respectively. A 1000 cm/s regres-
sion rate was assumed in these computations. (Cemputed flame height
scales directly with regression rate, as seen in Table I below).

It can be seen that thco calculated flame heights are quite large --

a couple of orders of magnitude larger than those expected for "normal"
burning where the solid-to-gas conversion occurs at the propellant
surface, At the lower pressures (13.8 and 34.5 MPa) where the window
chamber photographic experiments were carried out, the calculated
flame heights range from 17 to 700 cm, depending on particle size and
pressure. Thus, it is not surprising that the top of the flame could
not be seen in the photographs. Both the theoretical burn-out times
and flame heights for the progressive deconsolidation mechanism are
therefore qualitatively consistent with experimental observations.

Note that the calculated flame heights for 300 vim particles are
about 7.5 times larger than for 40 wim particles. The greater energy
release close to the propellant surface for the finer particles should
have led to quicker fuse wire melting in o-': strand burner experiments.
This is the most Likely explanation for the greater reproducibility
{'or the class E samples shown in Fig. I.

The results of this theoretical analysis are shown in Table I,
which gives the calculated flame heights, as; well as the (gas) density
and flow velocity (rclatlve to tile regressing surface) for each
calculation.

3
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0 10 PROGRESSIVE DECONSOLIDTION
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Figs. 3 and 4. Calculated particle size vs distance from
propellant for ID progressive deconsolidahtion
model. Top: 300 'im particle size; Bottom:
40 wm particle size
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Table I. Theoretical Results for One-Dimensional
Progressive Deconsolidation

P (Mpg-)- S(cm/s) d(cm) pTJc)* U(cm/8)*
40 pm particles

344.8 1000 .275 0.198 8,821
137.9 1000 1.32 0.091 19,210
68.95 1000 4.64 0.048 36,520
34.50 1000 16.76 0.025 71,090
13.79 1000 93.91 0.010 175,000

300 um particles

344.8 1000 2.02 0.198 8o821
137.9 1000 9.87 0.091 19,210
68.95 1000 34.76 0.048 36,520
34.50 1000 125.7 0.025 71,090
1.3.79 1000 704.2 0.010 175,000

344.8 2000 4.05 0.198 17,640
137.9 2000 19.75 0.091 38,410

*at bLrn-out; d is the f1wne height.

Since the sound speed in gaseous Hl'XC combustion products is
about 125,000 cm/s, it can be seen that the flow is supersonic at
the lowest pressures. This result is independent of the assumed
mechanism since U a S (p /P ) at flame burn-out.

Mechanism of the Transition to Hiah-sd Rearesuion

Although there is considerable evidence for the progressive
decunsolidation mechanism, the reason for the sudden transition to
this mechanism at a certain pressure is not obvious. The process
responsible for the transition from normal 1burning to progregaive
deconsolidation obviously depends on the driving torce for the high
preosure deconsolidation and this would have to be known before the
process responsible for the transition could be understood.

Two possibilities exist to explain the driving force for thedeconsolidation process. The first is that one of the normal sub-

surface processes associated with a burning propellant deconsolidates
the charge ahead of the flawe front. These include the "thermal wave"
(probably too thin compared to particle dimensions to be effective),
in-depth absorption of radiation, or a "precursor pressure wave".
If one of these subsurface pressure or thermal effects ahead of the
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flame front deconsolidate the sample un1i wuuld expect the mechanical
properties of the pressed charge to be important. Since the class C
HMX samples are structurally sLronger Lhai the class E samples, and
since strength increases with density as well, the relative transition
pressures for the three samples would not be unexpected.

The second possibility is that burning in the pores very close
to the propellant surface breaks the particles loose. This is quanti-
tatively different from in-depth convective burning, and is not
inconsistent with the high density of our samples. There is some
evidence in the literature for such a mechanism for particle decon-
solidation. For example, Andreev, et al. (7), and Belyaev, et al.
(8), have both repotted transitions from "normal" slow burning toward
faster burning for a large variety of pressed propellant and explosive
materials. These investigators showed that transition pressure corre-
lates roughly with the permeability of the samples. (Permeability is
a measure of the rate of gas flow through a porous sample for a certain
pressure difference across the sample). These results suggest that
the onset of hot gas penetration into the surface may be responsible
fur the process of deconsolidation In, our samples.

The fact that a wide range of materials exhibit accelerated
burning above a critical pressure, together with our results showing
that for HMX the resulting super-fast regression is consistent only
with a "progressive deconsolidation" mechanism, suggests that
progressive deconsolidation may be a general phenomenon. We propose
that most and perhaps all materials that have been described as
burning by a "convective" mechanism actually burn by progressive
deconsolidation, with convection playing a role at most only in the
region just below the surface as the possible driving force for the
deconsolidation.

CONCLUSIIONS, FUTURE WORK

We have shown that pressed high density binderless HMX undurgous
a transition to extremely fast regression, which at high pressure
attains values of 1000-6000 cm/s with a low pressure exponent. Much
regresslun rates ruquire a greatly increased burning surface :irva.
The mLchanism for this appears to be "progressive doconsolidatlon",
rather than "convective" or in-depth burning, This Lechanism may be
characteristic of all porous propellants which exhibit unusually high
apparent burning rates.

A number of additional experimental tests for this mechanism are
possible. For example, in a "hybrid" s,.rand burner-closed bomb,
pressure would bc expected to continue to rise for some L ime (depueudlug
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on particle size) after the sample has burned down, and holography
nhould permit the observation of the pnrticlcs in the flame.

Although pressed HMX appears to be an attractive, low cost
propellant for certain gun applications requiring very high gas
generation rates, further characterization is required before this
material could be exploited. The mechanical strength of samples
prepared in different ways will have to be determined. Since HMX is
a "secondary" explosive, the effects of confinement will also have to
be investigated. Finally, we will have to determine if samples burn
the same way under closed bomb conditions as they do in a constant
pressure strand burner. Based on our results to date, pressed HMX
looks like a very promising material, and these additional studies
would appear to be warranted.
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ENMY ABSORPTION OF KEVLAR FABRICS UNDER
BALLISTIC IMPACT (U)

FRANK FIGUCIA
U. S. ARMY NATICK RESEARCH & DEVELOPMENT COMMAND

NATICK, MASSACHUSETTS 01760

Protection of the soldier from enemy threats is a multi-
faceted research problem which requires study in many specialized
areas of life support necessary for survival under combat conditions.

This paper considers one of these specialized areas, the
prevention of debilitating wounds from fragmenting munitions. Speci-
fically, it deals with protection by the use of flexible personnel
armor made from fibrous materials.Traditionally, the ballistic resistance of textile materials

has been defined by laboratory measurement of ballistic limit (V50),
the velocity at which a material stops a simulated threat. This I
method has been widely accepted and it continues to serve the needs
of the ballistic cornunityl it is, however, very expensive and time
consuming.

A new methodology has been developed at the U.S. Army Natick
Research & Development Command (NARADCOM) which greatly reduces the
cost and time necessary to develop equally reliable data. It gene-
rates a Ballistic Perfonnance Indicator (B.P.I.) which can be used
to predict the V ballistic limit, or to measure the relative
ballistic usefuliss of candidate materials.

This paper describes the new test methodology, compares
experimental B.P.I. with actual VýO for five Kevlar materials, and
suggests, through the use of B.P. ., fabric constructions for
improved protection against fragmentation threats.

Kevlar• is the commercial designation for a polyaramid fiber
manufactured by E. 1. duPont deNemours & Co., Inc.
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DEVELOPMENT OF TEST METHODOLOGY

The B.PT.. dev9j.ped herein is based on an analysis of
previously compiled data •for Kevlar materials subjected to
ballistic impact. This data summarized V5? ballistic limit velocities
over a wide range of areal densities, as 9hown in Figure 1.

60CA
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AREAL DENSITY (kq/nm)

Figure 1. V50 Ballistic Limit vs. Areal Density
For Kevlar Fabrics.

Conversion of the ordinate values of velocity to kinetic
energy, by K.E. - mV2 /2, indicated that the energy absorbed at
ballistic limit velocity is linear over the range of target densit4 es
examined, as seen in Figure 2.

AREAL UIENSITY ýkg/lr ] j

Figure 2. Energy Absorption vss Areal Density For ':
Kevlar Fabrics. 3I
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It was recognized that this trend could be effectively

util:.zed, provided that this relationship was valid in the low
energy, low areal density region, as extrapolated in Figure 2.
Re.-,eirch scale equipment could then be ised to generate energy
absorption data with which to characterize behq,.ior at higher levels.

An existing test facility, used for ballistic testing of
yarns, was adapted for this purpose. The facility uses compressed
helium gas to propel the standard 1,1 gram (17 grain) fragment sim-
ulating projectile. Electronic lixiline screens are placed before
and after the target to provide tiLne flight data for missile velocity
calculations. These velocity data are then used, with appropriate
corrections for aerodynamic drag between the screens and the target
to calculaLe the energy absorbed by the target.

The target specimens are held between Iavy aluminum plates
in a specially designed fabric clamping device , shown in Figure 3.
The device may be moved vertically and rotated, so that the five
circular ta;get openings cut from the plates are sequentially intro-
duced into the path of the missile. Boundary conditions for all five
inpact points are equalized by this design. Therefore, anomolov.3
variations in energy absorption, noted for othc:+ cl,2tip designs inves-
tigated, are eliminated.

The following criteria
were established to standard1,ýe

test procedures.
(J.) A complete screening

consists of test fir!ngs at
three striking velocities: 213,
274, and 3,66 mi/s.

(2) At each velocity, tests
are conducted starting with one
layer of target material. Areal
density is then varied by in-
creasing the number of layers.
The test sequence is continued
until the target resistance
approaches 50-60% of the avail-
able missile energy. Above this
level, variability of individ-

Figure 3. Rotatablo Clamp For ual readings increases signi-
Testing Ballistic Fabric. ficantl

() Five replicate firings
are used to generate one data

point. for a givwn test condition, i.e., number of layerV/striking
V locithy.
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RMSULTS AND DISCUSSION

g/2
The new test proceduAre was first applied to a 170 l/m

Keirlar fabric made in a satin weave construction from 1ý4 tex yarn.
Tests were performed at the three velocities prescribed. The energy
absorption for the various numbers of layers examined at each
striking velocity are shown in Table 19

Table l. Labora+.ory Data For I7 •/4 2 Satin Weave Kevlar Fabric.

Striking Energy
Velocity Number of Areal Lonsity Absorbed(m/a) Layers- • ýktm')._ _J

13 1 O.17 5.56
2 0.34 12,57

274 1 0.17 4.87
274 2 0.34 11.00
274 3 0,51 18.67
274 4 0.68 27.0o4
366 1 0.17 6.90
366 2 0.34 12.14
366 3 051 18.54
366 4 0.68 24.12
366 5 0.85 28.42
366 6 1.02 35.20

Reproducibility of individual values was excellent at low
and mediLn energy absorption levels (coefficient of variation approx-
ixnately equal to 3%). However, at target energy absorptions of 50%
or mnire of total available missile energy, variability was observed
to increase. Trr test sequence was therefore terminated when this
lovel was approached.

The data from Table 1 were analyzed graphically and
otatistically to test for linearity. It is seen in Figure 4 that
unorgy absorption and areal density are directly proportional over
this low areal density range. It appeared, therefore, that the
apsumption of linearity in the extrapolated portion of Figure 2 was
valid, and further investigation was warranted.
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Figure 4. Energy Absorption of 17,0 g/m 2 Satin Weave
Kevlar Fabric by Laboratory Screening Method.

A least squares fit rcgression of the data yielded a slopc;
of 35.1, with a correlation coefficient of 0.99. It is this numerical.
value of the elope which is defined as the Ballistic Performance
indicator. It represents the energy absorbed per unit increase in
areal density.

Similar data were generated for four additional Kevlar
materiels. Linearity was obtained in all cases, with a high degree
of statistical confidence. The resultant B.P.I.'s obtained are
reaorded in Table 0.
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Table 2. Ballistic Performance Indicators Obtained
by Labor'itory Analysis for Five Kevlar F rics.

Fabric BI.P1,
Identification

Numb er Weight(R/rn 2) Weav Yamn Tex (J/-kR/m 2 )

1 IT Satin 44 35.1

•;3 

278 
Satin 

i ll 32,9

4! 
4 6 4 Basket 

i ll1 2 4-.9

5 

46 4 
Basket 

167 
22.6

!i.Use 

of the B ePolo to predict performance 
at higher levels

is illustrated in Figure 5 for fabrics I and 4. The laboratory data
are extrapolated to areal density levels at *which conventional Vg0
tests were performed on the ssme materials. The protected energ
absorptions compare closely to those calculated from actual V50 values.

225

200 X- PF0IJECTED "E

ACTUAL 'T'
I 75 /

I
/

~40

030

z 20 -214 rn/s

0-366m/s

0~~~~~~ 

0..L 
I 

i 

, 
• 

1 
..

0 .20 0.40 0.60 0.00 1.00 1.20 '2.00 4.00 6ý00
AREAL DENSITY (kg/rn 2 )

Figure 5. Projected and Actual Energy
Absorption at Ful.1 Areal Density.
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Table 3 summarizes projected and actual results for all
five materials in terms of V5O ballistic limit velocities. A high
degree of accuracy is indicated, with no actual value varying from
the predicted by more than 2.1%.

Table .3. V Ballistic Limits of Five Kevlar Fabrics
Ob0ained bv Laboratory Prediction and Actual Test.

V50 Ballistic Limit (m/s)

Identification B.P.I. A.DI %
Number (j/kg/m2) ( Eredicted (tmWa Difference

1 35.1 5.68 602 610 1.4
2 29.7 5.83 561 551 -1.8
3 32.9 5.72 585 573 -2.1
4 24.9 5.75 510 518 1.7
5 22.6 6.97 535 543 1.5

Use of the B.P.I. methodology to predict V50 provides
significant advantages in time, material usage, and cost, over con-
ventional methods. Table 4 compares expenditures for an in-house
B.PI. and a single-panel V50 test performed in the customary manner,
by outside contract.

Table 4,. Comparison of In-House and Customary
Methods of Obtainina V60 Data,

Out side nt ract In-House
(Single-Panel V5o) (complete B.P.I.)

Elapsed Time (Days) 14 1
Material Re uired (m2 ) 2 1
Test Cost ($ 250 150

Estimates for performance by outside contract are very con-
servative in both time and money. The time is often increased due to
higher priorities of the contracted agency. Also, it is not uncommon
for material usage to be increased by submission of more than one test
panel to validate results. This adds not only to material costs, which
are substantial for Kevlar, but also to testing cost as well. Finally,
charges for performance of a single V 0 test vary considerably, depend-
ing upon the particular agency doing the work. The test cost esbi-
ý,iate in Table 4 is the lo];est currently charged.
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The BaPnce is also useful for comparing ballistic perform-

ance to fabric constructional parameters. An example of this is
demonstrated iv' the relationship between B.P.I. and fabric weight
for the five Kevlar materials.

B.P.,. vs. Fabric Weight

It is shown in Figure 6, that the ballistic resistance, as
measured by B.P.I., falls off as the nominal fabric weight increases,
showing that lightweight fabrics are the most efficient on an energy
absorption to weight basis. This information provides a practical
guideline for use in armor design.

40

10

* o

900 200 8O0 400 500
FABRIC WEIGHT g/ms)

Figure 6. BoPoI. vs. Nominal Fabric Weight
For Five Kevlar Materials.

Since layered armor systems are ordinarily restricted by weight
limitations, this data would assist in the selection of the most
efficient materials with which to achieve the design weight of an
item; namely, use of more layers of light material as opposed to
fewer layers of heavier material. Naturally, other considerations
such as cost and ease of fabrication also influence the selection.
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The information in Figure 6 has practical value due to its
expression in terms of fabric weight, the most commonly used and
easily understood constructional parameter. However, the observed
trend is reflective of a more purely derived relationship between
B.P.I. and the less popular parameter, fabric cover.

B.P.I. vs. Fabric Cover

Equation (1) is a convenient expression for cloth cover
factor, when identical yarns are used in both warp and filling
directions.

Ke (nw + nf) d - nwnfd-100 (1)

Wherei K u Cloth cover factor (%)
C

nw 0 Number of warp yarns per unit length

n - Number of filling yarns per unit length

d % Common yarn dlwieter

It gives the percentage of surface covered if viewing frcm
a point normal to the fabric. The areas of double coverage which
occur at each yarn crossover are eliminated by subtraction of the
second term.

Proper analysis of fabric penetration by a ballistic
missile should consider the resistance offered not only by the
surface yarns, but also by these backup yarn areas at the crossovers.
Therefore, a bulk cover factor, KB, which includes the cover at the
crossovers, will be used to represent the actual cover effective
against missile penetration. It is defined by:

KB - (nw + nf) d (2)

A KB of 1.0 represents a fabric made up of sufficient yarn to cover
the entire surface, if placed side by side with no inter~lacings. It
can be shown that a KB - 1.0, or i00% KB cover, is equivalent to
Kc

Additional cover above this level might be expected to
contribute more weight than ballistic resistance and reduce B.P.I.
This is examined in Figure 7 for the five materials having KB 's
approximately between I.O and 2.0. A sharp decline in 3.P.I. in
observed with increasing KB over this range.
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40

~2O
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0 0
0.5 1,0 1.5 2.0

BULK COVER FACTOR (Ke)

Figure 7. Effect of Bulk Cover Factor on
Ballistic Performance For Five
Kevlar Fabrics.

As was previously stated, the reduction in B.P.I. with
increasing weight (Figure 6) reflects the influence of fabric cover
illustrated in Figure 7. The simil&vities are due to a direct
relationship between fabric weight and K .

It is suggested that, within pr~ctical limitations of
weaveability and use, fabrics designed with a K, approximately equal
to 1.0 would provide ballistically effective al ernatives to those
currently in use. Fabrics made from the four commercially available
Kevlar yarns would have the following weights when constructed to
a KB -1.0 Fabric Weight (i/m 22

Kevlar Yarn Tex, KB - 1.0 Current Use

22 133 -
44 173 -
ill 219 271

167 227 475
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obaiedA more comprehensive analysis of fabric performance is

obtained by the inclusion of data from eight supplemertary fabrics
which were not tested for B.P.I., but for which V A.D. information
was available. A B.P.I. was estimated for each ai plementary
material - a reversal of the application for predicting V . r1he
B.P.I.'e for all materials are shown in Figure 8 as a fungtion of Ka.
In this plot, each material is identified by weave form.

Not only is the expected downward trend in performance
again observed, but a clear indication of the effect of fabric weave
unfolds, with the satin weave form showing superiority at all KB
levels examined. This relationship is described by:

"B.P.I. - 41.9 - 6.9 KB (3)

30,

0, PLAIN WCAVE

25. OSAYIM WIAVI

i2f"

BULK~ COVER FACTOR (K*)

Figure 8, Effer.t of Weave Form and Muk Cover Factor
on Ballistic Performntco Indicator.
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Separate trend lines for the basket and plain weave forms are not
distinguishable, but it appears that a relationship of the form
given in equation (3) would apply as an estimate of the combined
behavior of the two weave types.

It is noted that the material showing the greatest B.P.e.
has a KB 4 1.0. The possibility may exist of advantages in ula-
tive cover for test panels made up of light weight materials
Most fabrics having KB less than one are impractical for use in body
armor because of fabrication and other prnblemse Consequently, the
value of further investigations is questionable. Based on knowledge
obtained to date, the application of equation (3) should be limited
to KB 1 1,0.

Weave Effect

The superior performance of the satin weave fabrics is
attributed to the lateral mobility potential inherent in the satin

construction. Observation of
the repre3entative weave
cross-sections in Figure 9
shows long lengths of yarn
which "float" across theAL A Afabric between interlacings
for the 8-harness satin forms
It is speculated that these
"provide greater yarn mobility
and transverse deformation
than the more tightly con-

mAstructed plain and basket
weavest which results inhigher energy absorption.

Figure 9. Generalized Cross-Sections

of Three Weave Forms.

The suggestions made earlier for improved ballistic pro-
tection were based on idealized cover factor levels without regard
for weave. Based on the higher B.P.I. values of the satin weaves,
it is believed that the proposed fabric weights, woven into an 8-
harness satin form, would offer additional advantages leading toward
optimized ballistic protection.
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CONCLUSIONS

The kinetic energy absorbed at V velocity for a large
number of Kevlar test panels increases in airect proportion to the
areal density of the panels. Based on this observed linearity, a test
methodology was developed which characterizes the energy absorption
at very low areal densities, through the use of research scale labora-
tory equipment. Thi: relationship, which correspoznds to energy
absorption per unit areal density, is defined as the Ballistic Per-
formance Indicator (3.P.I.). It can be extrapolated to p:-edict V5 0
at practical areal densities, with high accuracy*

Use of the B.P.I. methodology to predict V50 provides
distinct savL-igs in time, materials, and money over conventional
methods.

The use of B.P.I. to assess the effect of major fabric
variables on their performance has been demonstrated. Based on
relitionshipo with parameters sunh as cover factor and weave, fabric
forma offering imp:7oved ballistic performance have been projected.
Some compromises may be necessary when practical factors such as
cost, weaveability and structural integrity are considered.
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THE INITIATION OF EXPLOSIVE CHARGES BY RAPID SHEAIL (U)

ROBERT B. FREY, DR.
BALLISTIC RESEARCH LABORATORY

ABERDEEN PROVING GROUND, MD 21005

I. Introduction.

Friction and/or shear have been suggested by many people as
possible sources of ignition in solid explosives. Although these two
mechanisms are usually considered to be distinct, on a microscopic
scale they are essentially the same. On a macroscopic scale, friction
involves sliding interfaces and is described in terms of the coeffi-
cdent of friction and the stress normal to the interface. The rate of
heat generation at the surface is the product of the sliding velocity
times the coefficient of friction times the normal stress. On a micro-
scopic level, friction is caused by surface irregularities (asperities)
which deform ns the surfaces slide. The frictional heating is caused
by viscoplastic work on thle asperities. In this paper, I will consider
the conditions required for ignition as the result of shear defor-
mvtion and viscoplastic heating.

A cursory oxamination of this question leads one to the con-

elusion that the deformation must be localized in some way If ignition
Is to occur. The plastic work per unit mass resulting from the defor-
mation of a material is given by the following relation [1]:

f

eI

whore S is the principal dovintoric stress, u., Is the principal
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deviatoric strain, e[ is the final value of the deviatoric strain and p
Is the density. Consider the homogeneous deformation of a cylinder of
explosive so that the length decreases and the radius increases. Assume
that the Tresca yield condition holds. Then or ce ý - ez,

Sr 0 S SZ, and S r - S 0 Y, where Y is the yield strength of the

explosive, and the usual notation of cylindrical coordinates has been
used. The change in temperature of the explosive is given by

"dz o Y dz Y __t
AT- fdz j P = ln 'f

where C is the heat capacity, Z0 is the initial length, and z£ is the

final length. For composition B, Y is about 0.07 GPa and C is about
1.25 joulos/ C. To obtain a 100 C change in temperature requires
z /z obtain a value of approximately 28. Clearly homogeneous defor-

mation can result in initiation only in extreme circumstances.

There are several circumstances which may load to very high
shears in localized regions, Some of them are the following:

1, Sliding friction, As explained above, on a microscopic

scale sliding friction involves shear deformation, and very high
strains may occur in narrow layers, In particular, friction between
a rotating shell and the explosive fill has been suggested as a cause
of premature ignition in artillery shells [2], It has also been sug-
gested as a mechanism for the propagation of reaction during nondeto-
native explosions in confined exnlosive charges [3].

2. The collapse of spherical cuvities, During ductIle
cavity collapse, a thin layer of material at the boundary of the
cavity sees very high strallis. This situation has bwen considered
by Carroll and Ilolt [4]. Their analysis Indicates thut, In the absencoa
of melting, extremely high temperatures can be obtained in snill I vol-
umes around a collapsed cavity, This has been suggested as an igni-
tion mechanism during shock wave initiation of explosives.

3. Adiabatic shear bands. Adiabatic shear bands In metals
have been discussed by Recht I1SI . A shear band is likely to form in !j
a deforming material when thermal softening exceeds work hardening,
II this cast, deformation in any plane causes tihe imterial in that
plane to weaken and tends to concentrate further deformation in the
same plane, In metals, thin bands of material can be heated to the
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melting point. Winter and Field [6] have applied Recht's analysis to
explosives and concluded that explosives should be highly susceptible
to shear banding. Afanasev [7] and co-workers have observed them in
nonexplosive organics.

4. Extrusion of explosive into cracks. If a crack develops
in the metal confinement around an explosive while the explosive is
under pressure, ignition could result when the explosive extrudes into
the crack. This has been suggested as a possible ignition mechanism
when confined explosives are impacted by projectiles at velocities
too low to cause shock wave initiation [3].

el. In all of these circumstances, melting tends to limit the

temperature which can be achieved. Once the melting point has been
reached, any further heating must be strictly by viscous processes.
The melting point increases with pressure, and melting ir, a more impor-
tant consideration at low pressure than at high pressure. From data
in the International Critical Tables, the rate of increase of melting
point with pressure for many organic materials is 20 to 30 per kilo-
bar. For instance, for TNT the melting point increases about 25 /kilo-
bar at atmospheric pressure. The rate of increase decreases as pros-
sure increases. To obtain a crude estimate of the effect of molting
on hot spot ignition, I assumed 8hat the melting point of several
explosives increased at about 20 /kilobar and computed the time to
explosion at the melting point as a function of pressure. Kinetic
constants were taken from Rogers [8]. The results are shown in Figure
1. For reaclLons which occur in 1 microsecond or less, which is
typical of the shock initiation regime, melting is important in pre-
venting init~lation at pressures below 1.0 GPa in PETN, RDX, or HMX and
for pressures below 3.0 0Pa in TNT. For reactions which occur in a
millisecond time frame, which might be typical of artillery setback
conditions, melting is significant for pressures below 0.4 GPa in RDX
and 1.5 GPa in TNT. In thi.s paper I will investigate the conditions
under which viscoplnstic heating can lead to ignition when meltilig
is considered.

I1. Ductile Cavity Collapse.

Carroll and Holt treated spherical cavity collapse In an
elastic-plastic fashion [41 and in an clastle-viscoplastic fashion [9].
Application of thcir equat:ions shows that, in the absence of melting,
extremely high temporaturcs are prodi'ced In a thin layer around the
collapsing cavity. Figure 2 shows the temperature as a function of
applied pressure for a Comp-B charge where the Init:ial porosity (actual
volume/1fully com1lpacted volume) is 1.03. lixtremely high temperaturcs
are pred.lcted In a very thin layer :irotnd the collapsing cavity. At a
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pressure of 2.0 GPa, the surface of the zavity reaches a temperature
of about 600 C. However, only a very thin layer is significantly
heated. Figure 2 also shows the temperature ef the isotherms enclosing
the hottest 0.01% and the hottest 1% of the material. These isotherms
are much cooler.

The analysis of Carroll and Holt does not inclu.d,: tlhermal
softening, melting, or heat conduction. Since the heated region is
close to the surface of the cavity, where the pressure is low, o,%e
can suspect that the inclusion of these factors might alter the
results significantly. We have modified Carroll and Holt's formu-
lation slightly to include these effects and also added a viscosity
which varies with temperature and pressure. For simplicity, wu uý.e a
rigid-plastic model (i.e., we assume that the elastic strains are ne-li-
gible). The principal assumptions of the Carroll and Holt model are
th-, following:

1. The flow in the vicinity of the cavity is spherically
symkletric. A

2. The material is incompressible.

3. The following constitutive relation applies:

e I Y1_

j 21G ii i
where eij is a component of the deviator strain rate tensor, Sij
is a component of the deviator stress tensor, G is the shear modulus,
p is the viscosity, Y is the yield strength, and I is the second
invariant of the deviator stress. For the spherically symmetric,
rigid-plastic case considered here, this reduces to

2

Se 2vie - Y ,
S 0  3~o

'There Sr , so. 0  0 refer to the principle deviator stresses and

p' 4 nciple deviator strain rates, and the usual notation for spherical
coordinates ha,; been used.

Carroll and Hlolt conskLdi,-d a hollow sphere with outer
radius b, inner radius a, and porosity A, defined as the ratio of the
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actual volume to the fully compacted volume, where a b3 /(b 3 -a 3).

The equation of motion for this system is

r 2
+F r " pr

r

where a and a are the principle stresses, r is the radius, and dots

imply differentiation with respect to time. Following Carroll and
Holt. we note that

ar - = Sr - S 0 =•er+Y

and apply the boundary conditions,

a = Oat r a

-= "P at r b,

where P is the applied pressure.

We also note that
' 2B
=+ 5L

r 3 r3 a3 3 3b 3

where B(t) = a - a b b o (o -33 a)/(ao'l)
0 0 0 0 0

and ao, b , and a0 are the initial vnluc.Q of a, b, and a. The equation

of motion can then be integrated with respe.ct to the radius and the
result expressvd as the following differential equation for a:

b.

P 2Y dr . dr. F (acc)

2 -1 -.1 .. [ -j - 1 ]]. (2)

3 0- 1

The rate of plastic woirk at ary point i tho Hlow may he computed from
equation (1), giving the fol lowing result:

2 B3
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where W is the rate of plastic work per unit volume. We have into-p
grated equation (2) numerically. Simultaneously, wc integrate the
heat equation for the material around the cavity,

aT K [ a T 24

" L ar2  - pC
where T is temperature, t is time, K is heat conductivity, p is den.sity,

and C is heat capacity. This equation was a!so integrated using finite
differences and a computational mesh which concentrated most of the
points in she region close'to the surface of the cavity. At each time
step, equation (2) was integrated to obtain a, aa, a, and b. Then W

could be determined and equation (4) integrated to determine T(r) at
the next time step.

Good data on the temperature dependence of the yield strength
and on the temperature and. pressure dependence of the viscosity of
common explosives are not available. We aasumod that the melting point
increased with pressure at the rate of 200 /GPa and that the yield
strength was zero above the melting point and decreased to zero in a
linear fashion over a range of 30 C below the melting point. We
assumed that the viscosity varied in the following way with temperature
and pressure:

I = 1o exp exp ( - -

where p is the viscosity at temperature To, V is an experimentally
determined activation energy for viscous flow, and P is an experi-

O

mentally determined constant. Pressure and temperature relations of'
this type are discussed by Frenkel [101 and have some theorctical
support. The pressure dependence shown in equation (5) agi'oes well
with data from the International Critical Tablsc. Some data is
available for TNT, and wewT-Tu~se this trialTriaf in all of the calcti-
latiogs reported here. We determined an approximate value for V',
3,880 K, on the basis of two data points [11]. We estimated 11 to

be 0.165 GPa, a value which is typical of organic liquids and fits
the experimental data reported in the International Critical 'kiables
for nitrobenzene. Other required parameters are shown 'in 'Table I.
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TABLE I - MATERIAL PROPERTIES USED IN CALCULATIONS

Parameter Value
•[Y 0.07 GPa

1.39 x lO-2Kg/(msec) at 8S°C355

C 1.29 x 10S joule/(Kg°C)!J

K 0.262 joule/(m°C sec)5

p 1.64 x 103 Kg/mr335

E 3,880 0 K

P0  0.165 GPa

Figure 3 shows the results of the calculatinn for a case
where the pressure increased from zero to 2.0 Gra over a period of
20 nanoseconds (this simulates a shock wave in a porous medium). The
peak temperature never exceeds the normal (oie atmosphere) melting
point, In this situation, the deformation is concentrated in the
region close to cavity where the pressure and melting point are low.
Viscosity is not sufficient to elevate the temperature significantly
above the melting point. Therefore, ignition by this mechanism is
unlikely in TNT. Although we have not performed calculations on
other explosives, we can infer that they would not be heated much
above the normal melting point either. Since RDX has a rather long
thermal cyp1osion time at the melting point, it is probably not
susceptible to ignition by this mechanism in a millisecond time scale.

IlI. Friction and/or adiabatic shear bands.

We have already commented on the similarity of friction and
adiabatic shear bands at the microscopic level. In each case, large
deformations are concentrated in a narrow region. In a shear band, the
concentration occurs because thermal softening exceeds work hardelning,
as explained above. At a sliding interace, the concentration occurs
because the interface regioi is weaker than the rest of th) material.
We have calculated the time evolution of temperature in a shear band
or at a sliding interface when melting occurs. Our Intention w4as to
perform the simplest possible calculation while retalning the essential
features of the real world.
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In the model, we impose a velocity gradient across- nn arbi
trary thickness of explosive. The magnitude of this thickness does
not influence the results of the calculation. We arbitrarily induce a
shear band by specifying the initial temperature In a thin layer to
be high enough so that thermal softening occurs. The time evolution
of the system is followed by making use of the following assumptions:

1. The shear stress is constant in all planes parallel to

the shear band at any instant; i.e.,

dv + c(x) s f(t)

where P is viscosity, x is distance perpendicular to the shear bond
(perpendicular to the direction 6f flow),"v is velocity, o is shear
strength, and f is the shear stress applied at the shear band, f is
independent of x but may vary with time. This assumption is a quasi-
steady state assumption. It requires that the flow at any instant
must have the form it would have at steady state given the temperature
distribution which exists at that time, but it permits the flow to
change as the temperature distribution changes.

2. The total shear velocity (the integral of dv/dx with
respect to x) is independent of time. This condition and the previous
one determine £ via the following equation:

knwn dvdx dx Vt, (7)

where vt is the total shear velocity. At any time if o(x) and iý(x) are

known, this equation can be used to determine f, and equation (6) cal
be used to compute dv/dx as a function of x. As the shear band
develops, the velocity gradient will beccimc concentrated in L narrow
region and dv/dx will be zero over most of the space. in this situa-
tion, the integrals in equation (7) must be evaluated only over the
region where dv/dx is positive. This is accomplished hy choosing, the
limits on the second integral, which is evaluated numerically, so that
the shear stress f Is minimized.

3. The solid Is rigid-portfectly plastic with a shevar

strength which decreases to zero at the melting po:int. As in the
previous discussion, the shear strength is assumed to decrease linearly
to zero in a 30 C range of temperature below the melting point.

4. The viscoslty varies with temperature and preS silre in the
manner described by equation (5).
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5. The rate of viscoplastic work per unit volume is given
by the following expression:

1 dv 2 dv

6. The heat generated per unit mass by chemical decom-
position can be computed on the basis of simple Arrhenius kinetics,
as follows:

Q QA exp (-Ea/T)

where Q is the heat of reaction per unit mass, A is the frequency
factor, and H is the activation energy.a

7. One dimensional heat equation applies; i.e.,

-= x2 WcýT K a 2T + (8)W
rtýP 2 C PC(8

Equation (7) was integrated numerically using finite
differences. At each time-step, c(x) and v(x) were determined from
the known temperature distribution and dv/dx was determined from
equations (6) and (7), Melting is handled in one of two ways. In
one procedure, all of the material is considered to be a single phase,
but the shear strength goes to zero when the temperature exceeds the
melting point. This procedure neglects the heat of fusion. In the
other procedure, two phases and a phase boundary are included in the
calculation. The velocity of the phase boundary (the rate of growth
of the melt layer) is determined from an energy balance at the
boundary:

aT all

VbPf K~VbpQf ' e 'a-- - K ax''-

where Vb is the velocity of the boundary, Qf is the heat of fusion, and

subscri.pts e and s refer to the liquid and solid phases. When this
procedure is used, a dynamic mesh is used in both phases to avoid the
necessity of rezonilig as the boundary moves. This is accompliished by
Introducing a variable, y, defined ns follows:

xbo
y = ... x *1

where x is the initial position of the boundary and xb is the position

of the boundary at any time. x and its derivatives are expressed in
terms of Y and substituted into eqiuation (8). The resulting equation
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is solved by finite differences. When expressed in terms of y, the
computational grid automatically expands or contracts to adjust to
the moving boundary. No significant differences were noted in the
results of the two types of calculation. Surprisingly, the second pro-
cedure gave slightly higher temperatures, but this may be due to
numerical error. All of the results reported here were accomplished

with the second procedure.

Calculations were performed using material properties for
TNT as listed in Table I, In addition, the following values for
Q, A, and E were taken from Rogers [8]:

Q -300 Cal/(°C g)

A 2,lxiI sec

U = 34,4 KCal/molo

Since the model is only an approximation of reality and since many
parameters are not known precisely, the results should be considered
in a qualitative rather than a quantitative sense. Figure 4 shows
how the computed temperature at the center of the shear band varies
with time for a case where the shear velocity was 0.2 km/soc and the
plressure was 1,03 (Pa, The temperature asymptotically approaches a
maximum value. The time required for significant heating to occur
is very short, The initial width of the heated region, which triggers
shear band formation, affects the time history at the shear band but
does not affect the maximum temperature. Figure 5 shows the time
history for several calculations with the same pressure and shear
velocity but different initial widths. There is an optimum initial
width which gives the most rapid heating rate. With smallor initial
widths, the temperature in the shear hand may decrease for a while
before It begins to increase. For larger initial widths, the tem-
peraturc increases more slowly. 'In the absence of reaction, the
max inmum attainaible temperattire is a strong funct ion of pressure.
Figure 6 shows how the maximum temperature varies with shear velocity

and pressure. At low prcssures, melting limits the attainable tem-
perature even for very high shear velocities. High pressure increases
both the melting point and the viscosity and permits much higher tem-
peratures to he attained at lower shear velocities.

On the basis of these calculations, it appears very unlikely
that friction could be responsIlhic for a premature ignition in ai TNT
shell during gun launch. The max i mum pressure during gun launch is
less that 0.2 G1Pa, and the sliding velocity between the rotatting shell
and the explosive Is lcs,9 than 30 mi/sec. Under these conditions, the
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temperature would not rise significantly above the melting point (of
course, the presence of high melting point grit would change the pic-
twtre draitically). We have not done any calculations on RDX because
we do not have data for its viscosity. However, we can make a rough
estimate of what would happen in RDX by using the TNT parameters but
adjusting the melting point and TO (from equation (5) for the vis-
cosity) upwards to account for the difference in melting point between
TNT and RDX, If we do this, we obtain the same curves which ne ob-
tained for TNT but with all of the temperatures higher by 124 C (the
difference in melting point between RDX and TNT), on this basis, it
appears that RDX should also be insensitive to friction under setback
conditions, These conclusions should be chocked by experiment, and a
program to do so is currently in progress at BRL, At present, the
experiments support the theoretical conclusions.

Under shock initiation conditions, shear bands would be
expected to form in the vicinity of collapsing cavities. Figure 7
shows in a schematic fashion how this might happen. In this situation,
both the pressure and the shear velocity could be much higher than in
the setback situation, An estimate of the maximum shear velocity can
be obtained by taking the difference between the free surface velocity
and the particle velocity behind the shock. This difference is approx-
imately equal to tho particle velocity, A 1.03 GPa shock in TNT has a
particle velocity of about 0.2 km/sec. Figure 8 shows how the computed
shear band temperature varies with time in this case. Thermal explosion
occurs after about 50 nanoseconds. However, if the shear stops before
thermal explosion occurs, the temperature in the shear band decreases

, ~rapidly due to the steep thermal gradients, and re~action does not occur.

'This is also shown in Figure 8. An estimate of tho maximum slip dis-
tance at a shear band of this type is the dimension of the cavity in
the direction of shock motion. The duration of the shear is this dis-
tance divided by the shear velocity. Consequently, we can estimate,
very approximately, the critical cavity size required for initiation by
this mechanism at any shock pressure. 'lable I1 shows these estimates
for cavities in TNT.

TABLE 11 - CRITICAL CAVITY SIZES FOR SHOCK IGNITION IN TNT,
COMPUTED ON mr. BASIS OP SHEAR BAND IGNITION

Shock Particie Time to Critical
Pressure Velocity Explosion Cavity

rL (Kin/sec) rMicrosecondL Size

4.9 0.1 4700 4.7cm

7.5 0.15 1.75 0. 26mm

10. .20 0.0s 0. 1mmi
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Liddiard's data (12] showed a critical pressure of about 0.7 GPa for

the ignition of TNT by long duration shocks. Since the maximum cavity
size in a TNT charge of reasonable quality would be about 0.1 to 0.3
mm, the computed numbers are in reasonable agreement with experiment.

IV. Summary and Conclusions.

The role of shear in the initiation of reaction in high explo-
sive has been examined theoretically. The calculations show that, for
initiation by shear to occur under realistic conditions, some local-
ization of the deformation must occur. When localized shear occurs,
pressure is a critical parameter which controls the occurrence of
ignition. High pressure during shear deformation enhances the chances
for ignition by raising both the melting point (thereby increasing the
heating due to viscoplastic work) and the viscosity of the melt (honce,
increasing viscous heating). This pressure effect is extremely impor-
tant in causing an explosive to be sensitized to shear deformation,
and should be kept in mind when one assesses explosive hazards, For a
low melting explosive, such as TNT, pressures in excess of 0.5 GPa are
required for ignition at any shear velocity likely to occur. For
higher melting explosives, lower pressures can lead to initiation,

The calculations show that typical pressures encountered

during gun launch are unlikely to cause ignition of either I'rT or mWX
by this mechanism. However, when ignitions occur as a result of other
causes, the resulting higher pressures make this mechanism a serious
potential source of secondary ignitions which lead to violent oxplo-
sions. This mechanism is also considered to be an important pathway by
which interround propagation occurs, when munitions within a storage
array are subjected to multiple fragment impacts and severe crushing.
(See reference 3.)

Ductile cavity collapse does not lead t, .ondi-tions which
cause ignition. During ductile cavity collapse, the strain is con-
centrated in regions whore the pressure and viscosity are low, and thc
temperature which may be obtained is limited by the molting point.
Brittle cavity collapse, such as might he expected under shock loading
conditions, can lead to the formation of shear bands and high teo-
peratures can be attained. This is also expected to occur when thu
explosive is extruded Into cracks in the conf:inlng steel case while
the munition is under pressure. This latter sequence of events is

viewed as a very probable source of ignition when the casing Fails
under launch or when subjected to crushing.
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INTERIOR BALLISTIC MODELING FOR BLANK AMMUNITION

SIDNEY GOLDST91IN, MR.
U. S. ARMY ARMAMENT RESEARCH AND DEVELOPMENT COMMAND

DOVER, NEW JERSEY 07801

The 1973 Yom Kipper War emphasized that adequate field training
was essential for an effective modern mechanized army. There evolved,
therefore, the requirement (1) to fire the .50 caliber M2HB and M85 machine
guns during training exercises. As a result, blank ammunition for .50
cal weapons is currently being developed as part of the Multiple Integrated
Laser Engagement System (MILES) program. This paper describes a computer
model which would aid in the design of the ammunition and Blank Firing
Attachment (BFA) for these systems.

EXPERIMENTAL PROCEDURE

Weapon Cycling

The .50 cal M85 machine gun was chosen as an example. Figure 1
depicts the functioning of blank ammunition in this weapon, which is
recoil operated. 1r A

IIAI1I!I I.

_ I '.- . • ....... I 1" 1 A " 111-1,

Figure 1. Bolt-Barrel Recoil.
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Burning propellant in the chamber produces a pressure Fc' At
some point in time, the mouth of the cartridge case opens and gas flows
through the barrel producing pressure Pb in the BFA. Chamber pressure in
the breech and BFA pressure on the muzzle of the barrel accelerate the bolt
and barrel.

The bolt and barrel initially act as a single body during cycling
of the weapon. But within a few milliseconds an accelerator separates the
bolt from the barrel, and the weapon cycles independent of the gas pressure
in the chamber and BFA. This model is concerned only with interior ballis-tics during the time the bolt and barrel remain in contact, where K1 is the
effective spring constant and Cl is the spring damping constant.

Computer time-displacement for the bolt and barrel of the MS5
machine gun when ball ammunition is fired (2) has been obtained. The
bolt-barrel contact time lasts only a few milliseconds.

Ball Ammunition Performance

Pressure-time traces .50 cal M33 ball cartridge were taken at the
chamber, qase mouth and middle of the barrel locations. Peak force due to
chamber pressure was about 10,000 ibs; ballistic cycle lasted about 2 to
3 milliseconds; and impulse was 10-11 lb-sec. The blank ammunition and
BFA should be capable of duplicating this performance.

Test Set-Up

Because it was too difficult to modify the receiver in the M85
machine gun, a heavy-walled .50 cal test barrel was modified instead, and
BPA simulator constructed to obtain pressure traces of .50 cal blank ammuni-
tion. Pressure stations were drilled at mid-chamber (Pc), case mouth (0cm),
midbarrel (Pmb), and the EFA (Pb) (Figure 2).

'eM1

S. . 1

CAI IA IORI WWIIF~ I W. No It titA

Figure 2. Cal .50 Test Barrel and HBA.
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Shock Waves

Lxamination of the pressure-time Lraces for the chamber, mid-
barrel, and BFA (Figures 3, 4, and 5) showed shock waves occurring
between the chamber and BFA.

LOT NO, TW-L-1606b WC- %50

C S01' NO 2 cliAM8111M WV
MI III Uý A

I MIE I Mt51i1iV

Figure 3. Chamber Pressure Versus Time.

NIK)T NO I MIIWOIN; WI'g)

'iA.re 4. Midbarrel Pressure Versus Time.
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31Or NO. 2 orA

w

?IM'IMI MSIogv

Figure 5, BFA Pressure Versus Time,

Further examination of the first return shock wave, however,
indicates it does not occur immediately upon arrival of the leading shock
at the BFA, but aboat 1 millisecond afterwards (Figure 6). Meanwhile,
shock wave theory(3' states that a shock wave forms at the muzzle as
soon as

Pb > 2 y Me2 
- y + 1 rr(

P" +1 rcriti

where Me is the Mach number ef the gas at the muzzle and y s its ratio
of specific heat.
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2.0

U ,

-• Pb 2 M2-y +1
W 1.0 P•C ". ."+l

1.5

i i _, _ _, _ ,

4 8 12 16 20 24 28 32 36

LOCATION IN BARREL (INCHES)

Figure 6. Shockwave Location Versus Time.

This computer program monitors the ratio Pb/Pe, and when it be-
comes larger than rcrit the gas flow to the BFA is cut off. The pressure
ratio across the leading shock (4, 5) wave depends on the ratio of chamber
pressure to ambient pressure at the case-mouth opening, on the ratio of thespeed of sound In the gas to the speed oE sound in the air, and on the values
of y in both gases (propellant gas and air).

THEORETICAL MODEL

Threp Phases

Propellant ,,ombustion ;1nd gas flow occur in three separate phanies !
(Figure 7). Phase I occurs in the chamber and Includes-.

i. I ochoric or 'critais t volume combti-stion until the mouth
ofl thO ('artridgt caHse openH.

1). Quastiste~ady combusLI on and two-phase flow.
C. Mimi? qu1n'.h ing.

d. Uuaii,'t,; tvy Isentripic tflow Lhrough a converging nozzL'.
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OUASI S1EADV I

ISENI|!OPrC FLOW714|nouGt ,A

CONVERGING NO/ZLIE

I II I

----- . .... .-- , -- 4C.tA AC "ERISTIC M:SI4
FLAME OUENCHING NONSTEADY FLOW

aUASISTCADY
COMBUSTION & TWO

Figure 7. Three Phases of Blank Operation.

For Phase I a lumped ballistic model was used wherein all gas
properties within the cartridge are assumed to be uniform. This phase also
supplies the initial and boundary conditions for Phase II. Phase II deo•-
cribes the nonsteady flow in the barrel and includes the leading shod' wave,
contact surface 9 any compression or rarefaction waves. The method of
char~wteristics -sis used Losolve the fluid flow equations fqr Phase .
Finally, Phase III defines the nonsteady flow entering the BFA ' 6 ), thc
pressure buildup in the BFA, and the motion of the bolt-barrel assembly.
Interpolating along the characteristics at the muzzle, it is possible to
determine the state of the a entering the BFA. This flow is assumed t
cease when the return shock forms.

Development of Equations

Phase I.* An important parameter in the Phase I equations is tim so~lid maI-,;
fraction r (7) For low values of loading density (charatlceristic of
blank ammunition) the solid mass fraction c may be epproximat-ed by

F0 A

S 0p + Pg (2)

64

~J



GOLDSTEIN

Accordingly, Lt is then possible to define a discharge coefficient Cd
for the mixture. -(Cd N' AP-- (3)

For a diabatic nozzel (constant tewperature)

cd - , (4)4 F(Td/To) (i-c)

If one assumes an initial gas velocity (vo) due to gas flow from the primer

0(2 l+2Tc (1 - c) (1/2 - vo ) (1._)._

C_ __ __(5)
F(Tc/To) (1 - e) e [1/2 - vo2/(2F(Tc/To)(l -0

For perfect heat transfer between the phases

Cd {(f • [2 CT - (1- c) F/TJ [ €lTo

(6)
For no heat transfer between the phases

With these two parameters defined, it is now possible to formulate I

a set of 13 differential equations describing the interior ballistics
(7, 8, 9) fur Phase I during the quasisteady combustion and two-phase flow.

A nondeterred, rolled-ball propellant is used in the propellant charge.

Sb2. Rate of change of surface area for a propellant grain isl!
derived b 1

d Si ( +17

d( _ - 2 r(R - r) + 4 (r - 6) BPT (9)

With ths tw aaeesdfnd ti o osbet omlt
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3. Rate of change of grain volume equals

dV___i = - 2 ir(R - r 2 ) 2 _ 212 (r - 6) (R - r) - 47 (r - 6)2 BPn (10)
dt c

4. Rate of change of number of propellant grains in cartridge
becomes

_N_h - Pc A,

dt p5 Vi

5. Rate of discharge of propellant gas from cartridge case is

d(- E) PcAcCd (11)
dt

6. Rate of increase of propellant gas in cartridge is solved by

d c±
dt . Ps Si NB Bpn (12)

7. Rate of change in amount of gas in cartridge is

d C~ dC4  dO0 (13)
dt dt dt

8. Rate of change of gas temperature in cartridge is derived by

d Ta 1 y Tc -d-C + To d r CiL - 'eý14)
dt cc cdt odt - dt

9. Rate of change of gas pres3ure in the cartridge Is

P_ F VcTc d ý_• + Vc cc CC Tcd +
t tTO Vc dt dtJ

Fig~ •[1 d'•_ .'•. dVi
r4 1. -V (I d-t " - Vc -Cd (5

10. Rate of change of gais donsI ty in cairtridge case IH found by

Q P g, .. :. Tu P( d T
dt F . dt t

1.1. Rate of change of so lid m11s denHsity Is

- -C_~SL ~.C(17)
(It

6(1

-p -i ":
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12. Rate of change of solid mass fraction is determined by

d" ... - "(pg p .P dp (18)
dt (Pp + Pg) dt (Pg +'Pp)2  dt

13. Rate change of free volume is

V -r (19)
dt Ps dt dt

These 13 simultaneous differential equations were solved using a fourth
order Runge-Kutta integration.

Flame Quenching: Flame quenching (10, ii) occurs wheki the pressure starcs
to drop rapidly. Subsequently, the flow is assumed to be quasisteady-
insentropic as through a converging nozzle. Solution of these equations
Is shown in Figure 8 for the case where c - variable (vo 0 0) and c - 0.5
(vO 0 0). Figure 8 shows the experimental curve. Since a BFA was not used,
no shock waves occurred.

COMPUTED EXPERIMENTAL.,

NimpU ItOMpI ~ I R(I If WN 4I A . * 0 I 11K MER 1 .10

II (nPrtiritr~~miN VRIA111, , 00 imi4U No. P c4immflu

II r A .
11M IM Wit I Mri :Nf~I) I1MP" I MWtIIIIV

Flgure 8. Chamber Pressure Verstus 'I 'lhn.

67

_.4



GOLDSTEIN

Gas Leakage. Gas leakage in the BFA has a significant effect on the pressure
This leakage (Figure 9) occurs through the forward end of the BFA (ABFA),
through the clearance between the BFA and the barrel (ABLK) and after the
barrel has recoiled sufficiently through the vent port ApRT.

ApDH ABA

NFA

BF A M O U N T E D .. . ' 'A tI A A B - A dI - A C

TO RECEIVER

Figure 9. Cal .50 Barrel and BFA.

Equation of Motion. The equation of motion fur the bolt-barrel assembly is
determined from applied forces.. Pressure in the BFA and in the cartridge
case supply the accelerating forces. Five simultaneous differential equn-
tions must, however, be solvLd to determine this motion.

1. Equation of state for the BFA is solved by

d P mbR d Tb + R Tb d ' t (20)

dt Ub + AdZb dt lTb + Ad9h dt ( Ub + AdX))7  d- (20)

2. Energy equation for BFA becomes

me (1.- f C) p Te 4 2 1 Ac AB dt d (mh~gC~b) +t

Cp Tb mob (21)

or solving for, gas temperature
d ;Te. Le_1(•-Z-1 :ýZ. I ( I AliFA, . -AL .... d V,.h

de71v mb Cp Te + 2gJl . ... -At--1) dl; t , --- t•

Cq 'I'l• mob Tb ;b
- h . . T b nh ( 2 2 )

-CV 
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where me is the rate at which gas enters the BFA and

mob -Pb (ABLK + NH ApRT) y (23)
;o P PT)- R Tb TY+ 1! -

3. Equation of motion is found by dv 
d

PC Ac + Pb AB - KI (1b + Xo) - Cl V - Fl - F2 =Mt d + 16.56 Kn dv (24)

4. Conservation of propellant gas mass is computed by

mb " me - mob (25)

5. Equation of barrel-bolt displacement is

dab
dt * V (26)

BFA Pressure-Time Curves. The computed and experimental pressure-time
"curve for the BFA and the experimental pressure-time curves are shown in
Figure 10. The effect of the reverse shock wave is evidenced by the decrease
in pressure following the peak. Meanwhile, the rise in pressure for the
experimental curve following the peak is due to the arrival of the return
shock from the breech.

COMPUTED 'EXPERIMENTAL

PK. POEIB MG~

4M0 COMMUI&" 60IuIO N 0 .4

YAX) W01t NE). I W

4 b

II

................................................................................................................................

IA UI MIMlSCOND51 I IML - I msUliV

Figure 10. RFA Pressure Versus Time.

69



GOLDSTEIN

CONCLUSIONS

1. This model appears adequate for describing the quasisteady combustion
and two phase flow from the .50 cal blank cartridge. It can also
simulate the leading shock wave, compression wave and pressure buildup
in the BFA.

2. The effective time-averaged solid mass fraction e of about 0.5
seems reasonable for simulating the peak pressure in the cartridge case.

3. Quenching of the propellant flame immediately following the start
of depressurization of the cartridge accounts for the shape of the
pressure-time curve in the cartridge following peak pressure.

4. The pressure drop in the BFA chamber occurs when the first return
shock wave forms and travels back toward the breech.

5. The method of characteristics can be used to solve equations
describing nonsteady isentropic gas flow from cartridge case to BFA.
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LIST OF SYMBOLS (7)

Ad - cross-sectional area of BFA
Cp - specific heat for gas
CS - specific heat for particles
CT ( - ) Cp -CS

C1 - spring damping constant
e w 2.718 -- base of natural logs
F w propellant impetus
F1 - bolt receiver friction force

F2 - barrel receiver friction-force

16.50 Kn - effecL of number of rounds in the atmmunition belt

K1. e[fectlve spring constant for bolt-barrel 2;sembly

-•b -travel of bolt-harrel assembly

1b - mass of the gas in BFA
Mt - total moving mass
Pt - pressure In BFA
R - gas con1,t.ant

- gas temperature in the cartridge

TIO I 4st(horic adctlahat c fIrime temperature

Ub = itinItal volumc (f BtA

X0 , Initl al omprce-sLton of s-prfng
S= gats- covoltumr,

)g dc,w[to y of g;-s In thL mlxltIrv

P = dentltv of it ild parLl-.'lci In the mixture
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Rapid deployment of combat units to overseas locations is a
primary concern of today's strategic planners. Such movements require
the airlifting of units across multiple time zones. Numerous studies
have documented the adverse physiological and behavioral consequences
accompanying the rapid crossing of three or more time zones (1).
These effects result from the requirement that the body must adjust
its circadian rhythms to the new local time.

Under normal conditions, these daily cycles are synchronized
by the external Zeitgebers (i.e., time-givers) of the local environ-
ment. The sudden shifting of these Zeitgabers causes the shifting
at different rates of the body's physiological, biochemical, and
behavioral rhythms. While some circadian rhythms adjust quite
rapidly, others adjust very slowly. Consequently, the passenger's
circadian system is not only out of synchrony with the environ-
ment but is also internally desynchronized. It is the latter
condition, circadian dyachronism, which is particularly respon-
sible for the fatigue and malaise typically reported as "Jet lag"
during the first several days following rapid transmeridian flight.

While the physiological and behavioral consequences of such
flights are a common experience for airline travellers, their impact
pones a potentially serious problem for troops required to display
maximal combat effectiveness upon arrival at a hostile destination.
The high-level cognitive performance required by the modern sophie-
ticated battlefield may only serve to exacerbate the problem. Any
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reduction of the adverse effects of rapid deployment would enhance
combat readiness. Consequently, we designed a set of experiments
to test a serles of chronobiologic countermeasures (CM) which may
hasten physiological and behavioral adaptation to new time zones.

Previous attempts to develop chronobiotics have not been
successful. These efforts were limited to the use of a pharmacologic
agent, i.e., a corticosteroid or a combined tranquilizer and central
neurotransmitter depletor (2,3). In contrast, we chose to manipulate
a number of different Zeitgebers simultaneously. Selection of speci-
fic CMa was based upon their suitability to the operational require-
ments of emergency military airlifts and their potential chronobiolo-
gical effectiveness. Hence, control of the following variables was
established: mealtiming, dietary constituents, caffeine and theophyl-
line consumption, light-dark (LD) cycle, rest-activity paltern, and
social-psychological time cues.

Support for the potential effectiveness of these interven-
tions are found in the current chronobiologic literature. Ehret and
his colleagues (4) have demonstrated that injections of methylated
xanthines i.e., theophylline or caffeine, in rats can advance or delay
the daily maximum fur body temperature. if they are administered just
before or during the early active phase of the circedian cycle (i.e.,
rising body temperature), a phase delay results, whereas if they are
administered during the late active, early inactive phase (i.e., just
before or after the thermal peak), a phase advance results. These
investigators have also induced more rapid phase adjustment of the
temperature rhythm to a shift in LD cycle by (a) fasting a rat ou the
day prior to the shift and (b) restoring food coincidental with the
first active phase of the new LD cycle. Presumably, this chronobiotic
effect is mediated by the depletion of liver glycogen during the fast
followed by the reinitiation of feeding at the chronotypically appro-
priate time in the revised LD cycle. Others have demonstrated the
importance of mealtiming as a synchronizer of circadian rhythms in
humans (5).

Related work by Wurtman and Fernstrom (6,7) forms the basis
of the dietary manipulations. They have shown that fasted rats exhi-.
bit a significant increase in brain tryptophan and serotonin within
I hr. after a high carbohydrate, low protein meal. The effect Is
mediated by an increase in serum tryptophan elicited by insulin
secretion. Fasted rats also manifest a rapid increase in brain
catecholamine levels, particularly norepinephrine, following a meal
rich in protein. This enchanced catecholamine synthesis can be traced
directly to increases In brain tyrosine levels, the amino acid pre-
cursor of these neurotransmitters. Since a dramatic rise In brain
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catecholamine levels occurs at the onset of the active phase of the
eircadian reat-activity cycle and is associated with increased alert-
ness (8), consuming high-protein meals in the morning and at lunch-
time on the day of arrival should facilitate the rise in brain cate-
cholamines appropriate to the active phase of the shifted circadian
cycle. Conversely, a large, high-carbohydrate dinner eaten at a time
in synchrony with the destination populace should facilitate the in-
crease 4n brain serotonin which typically precedes sleep and there-
fore should hasten sleep adjustment.

Aschoff's group (1) has used an underground bunker to demon-
strate rhw expected importance of the LD and rest-activity cycles as
synchronizers of human circadian rhythms; however, their studies have
also revealed the special role of social interaction in determining
the speed of phase adjustment to shifted LD schedules. Similarly,
post-flight participation in outdoor group activities can hasten the
adaptation process following transmeridian flight (9).

In designing "Jet lag" C•s for eastward deployment, we com-

bined some of Ehret's (4) suggestions with manipulation of the factors
just described. The operational requirements of a potential large-
scale emergency military airlift limited the extent and duration of
experimental interventions to those which could be instituted on the
day of departure and carried out with minimal disruption to mission
accomplishment. Likewise, in both studies described herein, opera-
tional considerations required that data collection be restricted to
relatively few days before end after the flight with minimal intarfer-
ence in the subjects' ability to carry out their military duties. The
first study evaluated the effectiveness of the Mes on troops being
permanently transferred via chartered commercial airliners from Ft.
Hood, TX, to W. Germany in the fall of 1978. The second study attempt-
ed to validate the CMs under more realistic combat conditions by focus-
Ing on troops from Ft. Riley, KS, being airlifted on USAF C-141 air-
craft to participate in REFORGER '/9 during the winter. The latter
study also examined the effects of deployment on cognitive performance
without the GMs.

EXPERIMENT 1

Subjects. The sample comprised 179 soldiers (18 to 44 years
old) from the 2nd Armored Div. transferring as a unit from Ft. Ilood,
TX, to W. Germany. Eighty-four of the subjects flew on one aircraft
and followed the CM procedures; the remaining 95 control subjects de-
ployed on a second plane. Both airliners departed the U.S. midday and
arrived in Germany early the next morning, a time advance of 6 hrs.
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Procedure. Organismic adjustment following flight can be
conceptualized into three response classes: physiological activity,
subjective reports of well-being, and work performance. While the
latter is of paramount concern for military planning, the first two
are obviously important in determining ultimate levels of efficiency.
Thus, all three areas must be considered in a comprehensive evalua-
tion of circadian dyschronism. Oral temperature was the physiologi-
cal parameter assessed on all subjects, while a sub-sample of 15
soldiers in each group was studied more intensively. The latter
completed self-report scales consisting of a fatigue checklist (10)
and a diary of all activities. Performance tests comprised a four-
choice reaction time task and an arithmetic test of summing succes-
sive pairs of single-digit numbers in a column of 50. Subjects in
these "intensive" subgroups were selected from troops living in the
barracks and were tested every 4 hrs. around-the-clock for 4 days two
weeks prior to departure. Pre-flight temperature measurements for the
remaining subjects, who lived off-post, were taken only during their
normal duty hours at 0800, 1200, and 1600 CDT.

The CM procedures for the experimental group were initiated
on the morning of departure. Subjects were restricted to a light, low
carbohydrate breakfast with fruit juice, milk, and decaffeinated cof-
fee; in fact, the majority ate nothing. Napping was prohibited
throughout the day. Upon boarding the aircraft, they were welcomed
first in German and then instructed by the Sergeant Major to set
their watches ahead 6 hrs. since henceforth the unit would function
on German time. A light "supper" was announced and served at 1745
CET (1145 CDT). It consisted of a ham and cheese sandwich, a small
salad. cheese, and fresh fruit. No caffeinated beverages or sweeten-
ed soft drinks were allowed. Instead, milk, uneweetened fruit juices,
and "Gatorade" were available. At 2200 CET the subjects were given
100 mg of dimenhydrinate to induce drowsiness. At 2300, the cabin
lights were turned off, and everyone was instructed to sleep until
0405 CET when the cabin lights were turned on. Hot washcloths were
distributed, and subjects were told to stretch, interact, and move
about. A high-protein breakfast, including a 6 oz. steak and a two-
egg cheese omelet, was served at 0430, with second helpings available.
Consumption of caffeinated beverages was encouraged since the subjects
were now on the downslope of their U.S. time-referenced circadian
temperature cycle. The flight landed at 0630, and the remainder of
the day waa largely spent unpacking at the training base following a
90 min. bus ride from the airport. Napping was prohibited throughout
the first day until 1800 to prevent reversion to U.S. time.

Control subjects, in contrast, followed a normal airline
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routine. They ate a hot lunch and dinner on the aircraft at the
usual U.S. 'times, plus a breakfast snack at 0810 CET. No alcoholic
beverages were permitted. Although the cabin lights were turned off (1
from 0215 until 0550 CET, individual reading lights ware available
and no constraints were placed on the subjects' activities. These
subjects were allowed to nap whenever duties permitted during de-
parture preparations and following arrival at the training base.

For the next six days, all subjects were housed in barracks
and tested every 4 hrs. around-the-clock. Only light duties were
assigned with no physical training or heavy labor.

Results. The most readily apparent evidence for CM effec-
tiveness was seen in the self-reports. Experimental subjects reported
significantly less fatigue during the first 24 hra. in Cermany than
the control subjects (p < 0.05, t-test), and in fac'.- showed little
change from baseline (Fig. 1). Greater fatigue for the control sub-
jects is also indicated by the fact that they slept longer than the
CM subjects for the first two days in Germany (Fig. 2). This Uffer-
ence was significant even when sleep before 1800 on day I was excluded
from the analysis (4.4 vs. 8.1 hr.., p < 0.005, t-test) in order to
remove the potential bias resulting from the CH subjects not being al-
lowed to nap during the day. In-flight observations demonstrated that
the average amount of sleep on the plans was 5.5 hrs. for each group.
It was the timing of sleep that differentiated the two groups.

SI !

Fig. 1. Poet-flight fatigue ratings compared to phane-shifted (+6
hr..) 4-day mean ratings in Texas. Seven subjects omitted due to
contradictory responses or loss of book.
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Fig. 2. Duration of daily sleep before and after deployment.

Support for the hypothesis of faster adaptation with the
CMs is also provided by the oral temperature data. However, the
interpretation of these results is limited by the lack of a 24-hr.
baseline for the large groups and the relatively short five-day
measurement period in Germany. As shown in Pig. 3, the curves of
group mean temperature exhibited very rapid initial adaptation to
the new time zone. Inspection of Fig. 3 suggests that, compared to
the control group, the shape and amplitude of the CM function more
closely approximates that of the intensive groups' baseline for the
first two days in Germany. Both large groups appear rather similar
thereafter. Whether there is a difference in the rate of final adap-
cation of the two groups can not be determined since data collection
terminated after five days.
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Fig. 3. Spline-fit functions of large groups' mean poet-flight
temperature compared to phase-shifted estimate of pre-flight
rhythm based on uombined small, groups in Texas.
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Fig. 4. Percent of subjects whose thermal acrophase indicated lack
of phase adaptation (see text).

Group means tend to minimize the day-to-day variation of
individuals and may obfuscate the oscillatory nature of the adjust-
ment process by implying a smooth, gradual transition. Consequently,
assessment of rhythmic structure was made by subjecting the data
to a complex demodulation (CD) analysis (11) which outputs a
pseudo-sinusoidal estimate of the times of the circadian maximum
and minimum for each subject per day. Figure 4 shows the results
of one compilation of these analyses. It depicts the daily per-
centage of subjects whose estimated acrophase (i.e., peak time)
fell outside a one standard deviation range about the pre-flight
mean acrophase (1713 + 2.9 hre) of the combined intensive groups.

K! It is evident that phase adaptation proceeded irregularly and
cyclically, with an approximate 3-day cycle. Unfortunately, the
data terminate before any firm conclusions can be drawn regarding
differential overall adaptation rates between the two large groups.

The group meanu temperature curves for the intensive groups
vafied in a different fashion than those for the large groups, parti-
cularly during the first four days. The variability from day to day
in both amplitude and phase may reflect the small number of subjects,
the sleep-disrupting schedule, or chance. Adaptation of mean tem-
perature appeared to be largely complete by day 6.

A CD analysis of each subject's temperature data provided
individual estimates of the circadian and ultradian components. Due
to the timitation of a 4-hr. sampling rate, the latter comprised fre-

quencies of two and three cycles per day. Total energy may be repre-
.sented by the sum of all frequencies, while shifts in energy may occur
among the various components during periods of adaptation. Figure 5

indicates that the CM subjects maintained a relatively higher perceu-
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Fig. 5. Shifts in spectral energy of thermal rhythms after deployment.
Subjects have been divided into those who increased (Control-7,
CM-6) and those who decreased (Controlu8, CM-9) circadian energy.
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Fig. 6. Daily mean power ratios of thermal rhythms. Control group
components differ from CM components on days 1, 3, and 4 in Germany
and on day 3 in Texas (p < 0.00], t-test on art sine transformn)).
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tage of ultradian energy post-flight regardless of whether they in-
creased or decreased the spectral strength of the circadian component.
This effect is dissected in Fig. 6, where the mean power ratios are
plotted daily for each group. Both groups exhibited moderate day-to-
day variability in Texas, and deviated even more following the flight.

The CM subjects, however, changed smoothly and gradually back 1.o the
baseline from initial days of relatively high ultradian energy, while
the control group varied erratically.

Because older individuals adapt with greater difficulty to
altered work-sleep schedules (15), two subgroups of older subjects
(> 30 yr..) were drawn for comparison. In Fig. 7 it is evident
that the CMs were particularly efficacious in preserving the ampli-
tude and phase of their circadian temperature rhythm. Obvious
differences between the control and CM groups disappeared by day 3.

S99.0.

985 ,h O VN ILt
II

S97.5.

0 97.0

06 4 22 06 14 72 06 14 22 06
LOCAL TIME OF DAY (GER.)

Fig. 7. Spline-fit functions of post-flight temperatures in older
soldiers.

A final point concerns the mean daily temperature averaged
over all times. As others have reported (13), this value was sup-
pressed following the flight (Fig. 8). Although the group means were
identical in Texas, the control group exhibited a consistently (but
not significantly) greater decrease after day I in Germany. This find-
ing is a further suggestion of the beneficial effects of the CMs.

Assessment of the third component of interest, test perfor-
mance, was limited. The addition task exhibited the close covaria-
tion with body temperature which has been reported frequently for
tasks of this type. However, no group differences were detected fol-
lowing the flight, performance levels in both groups remaining virtu-
ally unchanged. Data from the 4-choice reaction task, currently being
transferred from tape to computer, are unavailable at this time.
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Fig. 8. Mean daily post-flight oral temperatures compared to each
group's overall mean daily temperatuve in Texas.

EPERIMENT 2

The second experiment was designed to confirm the initial
findings under more rigorous field conditions. Secondly, recognizing
the critical importance of post-deployment cognitive functioning, we
collected additional data to evaluate performance changes as a func-
tion of age. The study was carried out during winter REFORGER '79,
with snow and extreme cold both in the U.S. and Germany.

Subdects. The CMs were tested on 120 subjects from an ar-
tillery battalion deployed on 4 aircraft: two each for the CN and
control groups. Sixty subjects were selected from a maintenance bat-
talion for the investigation of age effects. The "young" (N-29, mean
age 21.0 yrs) and the "older" (N-29, mean age 34.2 yre.) subjects de-
ployed on several different aircraft with no CM treatment.

Procedure. Training and baseline testing were carried out
for 4 days during the week immediately before departure from Ft. Riley,
with three daily test periods corresponding to broakfast (0800), lunch
(1200), and dinner (1630) times. No physiologic ieasures were taken.
Oral temperature, the only feasible choice, woulu have been unreliable
due to the weather. The self-report fatigue scale and the diary of
the first study were employed along with scales for self-rating the
abilities to concentrate, make decisions, reason clearly, and process
information.

Direct assessment of performance was expanded considerably,
although operational requirements limited testing of the CM group to
one 3-mmn. task. This task, the "griddle", required subjects to en-
code and decode simulated map coordinates using an alphanumeric con-
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version table. However, the test battery for the other 60 subjects
included the griddle, as well as the trails test of visuospatial
search, a logical reasoning task, letter cancellation, and short-
term word recall. The battery was printed in a pocket-sized booklet
and required about 20 min. to complete, at the end of which the sub-
jects rated their overall performance. A technical specialist super-
vised the taking of the time-limited tests.

The troops deployed on USAF C-141 transports configured in
four columns of webbed seats, a cramped arrangement which made sleep-
ing difficult. The CMs mimicked the earlier procedures as much as
possible, but were modified to conform to USAF schedules, standardized
in-flight meals, seating, etc. All other subjects followed standard
USAF cabin procedures.

Following deployment (+7hrs.), the troops were tested for
3 to 5 days in large tents which were poorly illuminated and heated.
Four test sessions were held daily on the same schedule as in the
U.S. except that a night test was added at 2100 hr.

Results. The self-report data provided the strongest sup-
port for CM effectiveness. Figure 9 shows that, while both groups
experienced higher than normal fatigue after arrival, CY subjects were
significantly lower than controls for the first two days in Germany
(P < 0.05, t-test). Both groups failed to return to baseline levels
following partial recovery on day 3. A very similar pattern of re-
sults appeared in the four self-rating scales of information process-
ing, etc. The CM subjects exhibited significantly smaller decrements
in self-rated effectiveness for the first two days, followed by a par-
tial recovery (Fig. 10). The sleep data were essentially equivocal
in Germany because the nature of the subjects' duties precluded ad
libitum sleep.

' ,. / \ ' i,

...... .. .

Fig. 9. Effect of CMs on self-rated fatigue it Exp. 2.

83



GRAEBER, CUTHMERT, SING,
SCIOTEIDER and SESSIONS

I Ao It , _l , _'lt

70 'fA0~

•o . ........ .o 7

400

",• • - • ,--2 W S CAY 2... -T-1 07T

DALY TUT r SS NS&2 AI D

Fig. 10. Influence of CMs on self-rated cognitive abilities.

The number of items correct on the griddle test dropped 9.5%

for the CH group and 12.8% for the control group on the first day fol-
lowing deployment, but this difference was not significant (Fig. 11).
Gradual recovery occurred over the next three days. Stable accuracy
levels were maintained only by the CM group.

In general, no consistent age differences were detected for
self-report items or performance scores. Both old and young groups
exhibited a post-flight increase in fatigue followed by partial re-
covery simalar to the control group. Also, regardless of location,

older subjects slept 20 min. less per day than younger soldiers, but
the latter reported consistently lower scores on the cognitive self-
rating scales throughout the entire study.

Performance on the cognitive test battery deteriorated 10
to 27% immediately after arrival, with gradual recovery over the next
1 to 4 days depending on the task. The ordering of the severity and
length of task disruption corresponds to the estimated difficulty of
the tests. Logical reasoning exhibited a decrease of 20% and 27% for
young and old respectively, in the mean number of items correct on
day I in Germany; baseline levels were not regained until day 4.
Griddle output decreased 12% after arrival and recovered by day 3, a
performance similar to the CM subjects. Accuracy during the first two
days was highest in the morning and then declined. Thir diurnal varn-
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Fig, 11. Effect of CMs on encoding-decoding performance
(Control Ni-34, CM N-38).

ability disappeared as response rate increased, so that accuracy rates

displayed stable, pre-flight levels by day 4. Mean word recall drop-

pad one word per test on day 1 and returned to baseline by day 2. No

change was discerned for either group in letter cancellation speed or

accuracy. The trails task, which requires the connecting of irregu-

larly spaced targets in proper sequence, showed an unexpected post-

flight improvement in performance.
KANSAS 4 GERMANY

z 12 1 3 1222341

DAY I DAY 2 DAY 3 DAY 4 DAY I L1 12 DAY J- A OAY

DAILY TEST SES51ONS

Fig. 12. Effect of age on self-rated cognitive test performance be-
fore and after deployment. Groups differ significantly (p < 0.05,
t-test) on post-flight days (session 2) and 4 (sessions 1,2, and 3).

Older soldiers consistently rated their overall test perfor-

mance higher than younger troops (Fig. 12). This difference in-
creased in Germany: older subjects' ratings approximately paralleled
actual performance recovery, while younger soldiers persistently
rated thuir performance lower than it was. This finding has serious
morale implications for young soldiers following deployment.
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DISCUSSION

On the basis of self-reports the CMs reduced jet lag in both
studies. Countermeasure subjects slept less on the first two nights
in Germany in Experiment 1, where some degree of individual control
over sleep time was possible. The sleep duration of about 5.3 hrs.
for CM subjects during the first 2 nights seems UnusUAlly low, possi-
bly because the testing procedure required awakenings at 0200 and 0600.
The lower fatigue scores for these subjects make it unlikely that the
sleep result was due to difficulties in falling or staying asleep.

The oral temperature evidence supports the hypothesis that CMs

promote more rapid physiological adaptation. An intriguing finding is
the maintenance of greater ultradian spectral energy by CM subjects
during the first 3 post-flight days. The presence of significant
ultradian components strongly suggests an active transitional state
wherein the underlying oscillator is readjusting itself to the phase
requirements of a shift in the Zeitgeber schedule.

These two studies have been less successful in demonstra-
ting substantial CM effects with actual performance tests. The
addition test used in the first study was, in retrospect, insuf-
ficiently demanding to produce substantial deficits. As seen in
Experiment 2, easier tasks may show little or no impairment fol-
lowing time zone shifts. While accuracy in the griddle task of
Experiment 2 was better maintained for CM subjects, the effect was
slight, and the major dependent variable, response speed, was unaf-
fected. Interpretation of this result is complicated by the environ-
mental factors, which may have introduced sufficient variance to
overwhelm any effect of the CMs.

Despite the limitations of the performance results, the pre-
ponderance of evidence warrants the use of the Cs in future military
deployments. Although further development is needed to determine
which components are particularly efficacious, the current OMe are
operationally feasible and potentially valuable in maintaining combat
readiness.

The expanded cognitive test battery revealed palpable defi-
cits following the flight, but did not distinguish between older and
younger subjects. Several precautions affect any conclusion that age
may be irrelevant in determining the effects of rapid transmeridian
deployment: (a) The age of the "older" group may have been too low to
produce the difficulties typically experienced by older travelers.
(b) Test difficulty was targeted toward the high-level cognitive abil-
ities of a HQ unit. The use of troops from a maintenance battalion
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may have produced a "floor" effect which reduced tb•c sensitivity of
the tasks to flight-induced cognitive deficits. (c) Finally, the ad-
verse environment may have caused excessive variance in thc data and
lower mean scores throughout the post-deployment observation span.
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Army GPS-Doppler Hybrid Navioatlon System

Jack Gray
US Army Avionics Research and

Development Activity
Fort Monmouth, N.J. 077U3

Introduction - In accordance with the Department of the

Army's approved Positioning and Navigation System (PANS) Materiel

Need, the Army's stated objective is to field "a mix of externally
referenced Positioning Subsystems, self-contained subsystems, and
hybrid systems to allow for determination of heading, azimuth,and
range for navigation and present position". The intent is to avoid

losing completely Pos/Nav/orientation capability for critical
missions through dependence by the Army upon any one Nay system in
the field. More specifically, the fiscal 1980 Scientific and Tech-
nical Objectives Guide defines the need to provide superior accuracy
and reliable navigation continuity over the battlefield under all
visibility, terrain, and weather conditions for such missions as
Aerial Scout Helicopter and Advanced Attack Helicopter. To satisfy
these requirements, the Army is developing a family of advanced ex-
ternally referenced and self-contained Pos/Nav systems and the
techniques to hybrid these to satisfy mission requirements at lowest
cost.

One of these, the Doppler navigator or, ASN-128, is a fully self-
contained, EW Secure, sophisticated, dead-reckoning system. However
due to residual heading/attitude and velocity errors, its position
accuracy degrades as a function of distance traveled. Therefore,
mission aircraft which require high accuracy at all times must use a
form of position-updated doppler navigator.

The externally-referenced (Satellite-Based) Global Positioning System
(GPS) provides high-accuracy, world-wide, positioi-fixing on a common
coordinate system that can be used by all Army elements (ground, air,
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and marine) so that these units can locate themselves and coordinate
tactics effectively. However, GPS User Equipment, as a stand-alone
navigation system in a tactical environment, is susceptible to inten-
tional and unintentional electronic jamming and/or interference and
to terrain, forest, and buildings masking or attenuating satellite
signals. GPS also depends on a fully-functioning, satellite con-
stellation complex. Therefore, mission aircraft which require Pos/
Nay continuity (as well as accuracy) on the battlefield require some
type of augmentition for GPS.

Since the Doppler is effectively invulnerable to jamming in low-
flying aircraft (because its highly directional, narrow-beam antenna
will reject all signals not radiated from the small area directly
below the aircraft), a hybrid of the GPS and Doppler Navigator can
efficiently complement each other to satisfy the requirement of the
PANS MN and of the STOG for the critical, continuous Pos/Nav of
attack and surveillance aircraft. If the GPS is Jammed, the Doppler
system is still available and can help the GPS re-acquire its
satellites. When the CPS is operative, it continuously keeps the
Doppler system initialized to a high position accuracy.

PROGRAM INITIATION - Based on these considerations, an
exploratory development program was established to derive the para-
meters that must be incorporated in a GPS/Doppler Hybrid and to assess
feasibility experimentally. Prior to analyzing the GPS/Doppler Hybrid
Navigation System, a brief description of each individual system is
warranted.

NAVSTAR SYSTEM DESCRIPTION - NAVSTAK GPS is a space-based
radio position-fixing and navigation system that has the potential
for providing, on a global basis, highly accurate three-dimensional
position, velocity, and system time to users equipped with suitable
(passive) reveivers. As illustrated in Figure 1 NAVSTAR GPS consists
of three major segments; namely, the space system, the control system,
and the user system. These are briefly discussed below.

- Space System •Tt is plinned that the operational space segment will
consist of three equi-spaccd planes of satellites in circular,
12-hour (-10,000 rni) orbits inclined approximat',ly 63 degrees to
each other. Each orbital plane is to contain eight suitably phased
satellites, for a total of 24. Each satellite will transmit a com-
posite waveform consri:irn of a Protected (P) Signal and a Clear/
Acquisition (C/A) Signal in phase quadrature. The P Sicinal will be
used by the "precision" military user and is being designed to resist
jamming, spoofing, and multipath and also be deniable to unauthorized
users by employing transmission security (TRANSEC) devices. The C/A
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Signal will serve as an aid to the acquisition of the P SiYgnal, and
will also provide an uncoded (clear) navigation signal to both the
military and civil user.

Both the P and C/A Signals are Pseudo-Noise Biphase Shift Keyed
(PN/BPSK) continuous sinusoidal carriers, and both signals carry
system data. System data will consist of such information as satel-
lite ephemeris, ionospheric propagation corrections, and satellite
clock biases. Each space vehicle will be assigned a unique set of
pseudo-noise codes of seves days length for a P signal and one msec
length for the C/A signal.

The navigation signals are transmitted on two channels; L1 and L2 .
Channel Ll, the Primary Navigation Channel will be 1575.4 MHz and
carry the P and C/A Signal, but not simultaneously. System date will
always be carried on both channels. The additional L2 signal will
permit the high accuracy user to more accuzately determine the
ionospheric group delay.

The signal waveform is specifically designed to allow system time to
be conveniently and directly extracted in terms of standard units of
days, hours, minutes, and integer multiples and submultiples of the
second.

Control System - Four widely separated Qround Monitor Stations will
passively measure range and velocity time histories of all satellites
in view. This information will be processed at the Master Control
Station (possibly collated with a Monitor Station) to use in deter-
mining satellite ephemerises, clock drifts, electronic delays, etc..
An upload station located in CONUS will transmit the necessary system
data corrections via a secure link to the satellites.

- User System - The user equipment consists of a receiver, antenna,
data processor, and control and display unit. The receiver will
process the signals from four suitably chosen satellites and will
measure four independent pseudo-ranges and pseudo-range rates. The
processor will then convert these eight independent measurements into
three-dimensional position and velocity of the user, and phase and
frequency corrections for the user's clock. The process of solving
for position is to be carried out in an earth referenced coordinate
frame, which would then be converted for display to geographic
coordinates (Lat., Long.), UTM grid coordinates, or any other earth
grid convenient for the user. The user equipment will also have the
capability of accepting waypoint or destination coordinates in the
geographic or UTM grids and providing the user with ranqe- bearinq,
and cross-trauk error to any of these points.
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Velocity accuracy characteristics of the fully developed system are:
Horizontal velocity accuracy referred to Lat/Long. 0.1 knots
(RMS)
Vertical velocity accuracy referred toCenter of Earth = 0.15
knots (RMS)

Position accuracy characteristics of the fully developed system are:
Horizontal position accuracy - 9 meters (RMS)
Vertical position accuracy - 14 meters (RMS)

AN/ASN-128 Doppler Navigation System Description - The
AN/ASN-128 Doppler Navigation System is the Army's Standard Airborne
Doppler Navigation Set and consists of a Receiver Transmitter
Antenna (RTA), Signal Data Connector (SDC), and Computer Display Unit
(CDU). Separately input Heading Reference and Attitude Reference
are required.

The RTA and SDC constitute the Doppler Radar Velocity Sensor (DRVS)
which continuously measures the velocity of the aircraft. The CDU
provides control and display functions for the operator and contains
the naviqation computer. With inputs from external heading and
vertical references, the ASN-128 provides accurate aircraft velocity
and present position from ground level to altitudes well above
10,000 feet. It is completely self-contained and requires no ground-
based aids.

The DRVS determines the tbree components of aircraft axis-referenced
velocity from measurements of the Doppler frequency shift in radar
energy transmitted toward and received back from the ground. As
soon as prime power is applied to the DRVS, it transmits microwave
energy towards the ground in four non-coplanar beams (See Figure 1)
and measures the Doppler frequency shift in the back-scattered energy.

The four Doppler frequency shifts (in terms of components alonq the
beam directions) are then sent to the computer. Using these inputs,
together with pitch and roll, the CDU computes the three orthogonal
components of velocity in aircraft axis-referenced coordiniates.
Aircraft velocity is then transformed through true headin2 to give
velocities in north and east coordinates which are integrated to
obtain changes in present position.

Velocity accuracy characteristics of the system are as follows:

Horizontal velocity accuracy (RMS) = .25% V + .1 knots

Vertical velocity accuracy (RMS) -.15% Vt + .1 knots
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where Vt = Vehicle's true velocity

Position CEP (for distances of not less than 10 nautical miles) shall
not exceed 2 percent when inputs of attitude and heading meet the
limits and accuracy of,

ROIL (RMS) accuracy - 30 , ROLL Limits - + 450

PITCH (RMS) accuracy - 30 , PITCH Limits = + 30

HEADING (RMS) accuracy 10
(MAGNETIC)

Project Plan - The basic approach for evaluating the effec-
tiveness of a system like the GPS/Doppler Navigator must be empirical
rather than analytical. The analytical approach is based on the con-
struction of a mathematical model that includes prediction of system
characteristics within the constraints imposed by the analyst. What-
ever assumptions were made must be tested; predictions mutt be
verified. Therefore, the empirical approach, collecting data and
evaluating system effectiveness by observing performance charecter-
istics in the field, must be the primary method.

In analyzing the GPS/Doppler Hybrid Navigation System, there was a
wealth of data to show the performance of stand-alone Doppler and GPS
navigation systems. Figure 2 shows the results of over-land naviga-
tion accuracy tests performed by the Doppler navigator indicating a
Circular Probable Error (CEP) for radial position ranges from 1.3 to
2,0 percent of distance traveled. 1  Field test reports concerning
GPS positi n accuracy indicate a Circular Probable Error (CEP of
12 meters.? Therefore, by using the improved navigation accuracy of
GPS in combination with the Doppler Navigator, direct position
updating of the Doppler system can be provided within the accuracy of
the GPS.

Research and Development Tech Report, ECOM 4512, Flight Evaluation
of the Lightweight Doppler Navigation System, AN/ASN-128 (XE-l)
Stanley J. Sokolowski, Avionics Lab., July 1977.

2H
2 Final User Field Test Report for the Navstar Global Positioning
System, Phase I -- Major Field Test Objective Report on navigation
accuracy: position accuracy: General Dynamics, GPS-GD-025-C-US-7708,
25 June 1979.
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Although this is not an optimized approach, it will demonstrate the
actual performance gained by augmenting a fielded Doppler system
with the currently developed CPS and provide valuable information
for the next stage of hybrid development. There will be no filtering
or data-smoothing in this first approach to integrating the GPS and
Doppler system; in effect, the Doppler System is disregarded at the
time of the update and thm GPS is assumed to "know" the true position
and velocity. Since hybrid system position will be referred through-
out to known ground bench marks, the error contribution of both GPS
and Doppler navigation to the hybrid will be derived.

The next step, based upon the results of the preceding tests, will be
to apply Kalman or least squares filtering which will not only update
position but extract system error growth rates. At this stage, the
manner in which position/velocity/heading error propagates in the
system will be known, and by properly modeling how each error propa-
gates, it will be possible to attribute, after several position/
velocity/heading fixes, proper proportions of the total position/
velocity/heading error to each modeled error source. If the chosen
models are correct, the position/velocity/heading error histories
should converge, with time, to very small values. The final value
they converge to is a function of the error noise amplitude and
feequency content in the Doppler and GPS.

Empirical data for an actual GPS/Doppler Hybrid Navigation system is
required, therefore, to verify the expected system performance and
to provide a baseline. In order to obtain this data, a Texas
Instruments CPS High Dynamics User Equipment was integrated with the
AN/ASN-128 Doppler Navigator set through a common ROLM 1650 minicom-
puter, and tests were run in a mobile van in the Fort Monmouth, N.J.
area. Figure 3 shows the GPS/Doppler Hybrid system which was in-
stalled in the mobile van.

The GPS user equipment consisted of the following: H

Antenna/Preamplifier Assembly - Can receive RV signals from up
to five satellites; filters, amplifies, and transmits the signals to
the receiver/processor assembly.

Receiver - Consists of five single channel receivers connected to
a matrix switch output, and a check module for system timing. AC-.

quires, tracks, demodulates, and performs necessary processing
to derive pseudo-range, pseudo-range rate, down-link data and system
time from the satellite signals.
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Processor - Provides overall GPS Subsystem control and performs
navigation calculations.

Instrumentation Interface Unit - Provides intercommunications
between the receivcr/processor and data acquisition computer. This
unit also loads the navigation programs into processor memory.

Control/Display Unit - Provides the human interface and operating
mode control functions for overall receiver operation. The unit
consists of a multifunction keyboard for receiver mode and navigation
display control and alpha-numeric displays for monitoring of naviga-
tion parameters.

The Army's AN/AGN-128 Doppler Navigation System operates in conjunc-
tion with the Army's Standard AN/ASN-43 Heading Reference Set and
MD-l Attitude Reference Set. The ASN-128 Doppler Radar Navigation
Set consists of the following:

Receiver-Transmitter Antenna (RTA) - Transmits RF energy toward
the ground in four non-coplanar beams; measures the four Doppler
frequency shifts (in terms of components along the beam directions) to
the SDC.

Signal Data Converter (SDC) - Accepts heading and vertical refer-
ence synchro signals and, along with Doppler beam velocities, trans-
mits serial digital output to the CDIU computer.

Computer/Display Unit (CDU) - Accepts from the SDC beam veloci-
ties, Heading, Roll and Pitch; performs the Navigation Computations;
provides intercommunications beLween the DRVS and Data Acquisition
Equipments.

The Hybrid Naviqation Computer consists of:

ROLM 1650 Minicomputer with 32K Core Memory.

CPS/Hybrid Computer Interface.

AN/ASN-128 Doppler Naviqator ARINC/Itybrid Computer interface.

Finally, the Data Acquisition sy,4tem consists of:

Data -ccuisition Comiputer - Provides overall data acquisition
control. and the in!terfaces between the GPS/Doppler ankd Data
Acquisition Siubsystems.
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Magnetic Tape Unit - Records system test data/parameters and
loads data acquisition software programs into the Data Acquisi-
tion Computer.

Teletype Unit - Provides for operator control of Data Acquisition
Subsystem and, at operator6 option, types out all or portions of
the system test data/parameters.

Van testing of the GPS/Doppler system not only provides a formidable
dynamic environment to ascertain the system's performance, but also
is extremely cost effective in comparison to flight tests. The van
tests effectively simulate the environment that would be present were
the system undergoing a nap-of-the-earth (NOE) flying scenario.
Whereas NOE flight involves flight as close to the earth's surface as
vegetation or obstacles permit (while generally following the contours
of the earth), van tests are, in effect, "flight" on the earth's
iurface.

As a preliminary to the van testing, a set of detailed 1:24,000 U.S.
Geological Survey map for the New Jersey area were used in deriving
the latitude/longitude and Universal Transverse Mercator Grid points
of easily identifiable landmarks (bridge, intersections, etc.).
"Closed loop" navigation courses were selected for these van tests.
Checkpoints were chosen such that the landmarks were at least 10
nautical miles apart. During actual van testing, the GPS/Doppler
position was recorded as each landmark was passed. Each van run
lasted no more than two hours due to the limited GPS satellite con-
stellation visibility over New Jersey. Following each test run, the
recorded GPS/Doppler data was reduced, and radial position errors
obtained. After the first few runs in the van, it was discovered that
GPS positioning data (measured against local bench-mark coordinates)
recorded radial position errors ranging from 1 meter to over 200
metors. No particular bias was evident, and re-check of the GPS
User equipment in the van along with the Data recording equipment
verified those were operating properly. Check with SAMSO revealed
one of the satellites had a significant clock malfunction, and another
had a clock that was variably questionable.

Additional runs in the van were then made, but, since a maximum of
only three satellites could be counted on, local bench-mark altitudewas inserted in our GPS User Equipment to overcome the unavailability
(if the fourth satellite's signals -- and thus allow the GPS set to
calculate its best horizontal position. Radial positioning errors
were still recorded in a range up to 450 meters. Our (PS set and
data recording system were re-re-checked and found operatinq well.
However, further discussions with SAMSO indicated that satellite
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drift rates varied also during the time of their transit from the

point of ground up-date in the Western United States to the Fort
Monmouth area. Also variable was the time elapsed between any
satellite's up-date and its observation on the ground at Fort Mon-
mouth:- thus, when the constellation of three useful satellites is
over the Fort Monmouth arwa, one may have been up-dated only 2 hours
ago, but another may have been up-dated as much as 4 hours prior to
the time of observation.

Still another factor found to influence the GPS Satellite Signal's

positior.ing accuracy is the angular relation of the satellites with
respect to the ground observation point. This relationship, re-
ferred to as Geometric Dilution of Positioning (GDOP), varies from
orbital swing to orbital swing and, aside from the clock situation,
itself significantly influences radial position error. With a full
schedule of satellites aloft (24), the GDOP factor may- be minimized
through the ability of a ground receiver to have access to a con-
stellation with a favorable GDOP. But, with only three working
satellites, GDOP variation has full impact on positioning capability.

This situation regarding satellite data transmittal to the CPS User
Equipment in our van at Fort Monmouth has significantly delayed the
rate at which data could be cumulated for this project and has,
therefore, prevented the incorporation in this paper of data and
iesults from a set of satisfactorily completed runs. The recent
launching of a new GPS satellite containing four re-designed clocks
should improve GPS navigatiou performance and permit more rapid
GPS/Doppler hybrid system testing, data collection, and processing.

SYNERGISTIC BENEFIT - In the course of executing the basic project
plan to assemble, test, and evaluate GPS/Doppler Navigation Hybrid
Techniques aimed at continuous, accurate positioning over the battle-
field, an unexpected synergistic bonus was discovered. This bonus
was in the form of an idea that occurred that, in addition to improved
positioning, the independently measured GPS and Doppler velocity
vectors could be used to derive vehicle heading and attitude as well.

GPS/Doppler Hybrid Velocity Heading Reference - It is well known that
the overall navigation accuracy of a Doppler Navigation System is
limited by the accuracy of the associated heading reference. In fact,
with the high accuracy velocity characteristic of the new Army
Doppler, the heading reference has become the major contributor of
Doppler navigation error.
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Two classes of heading references are used: magnetic and inertial.
The former sensor is subject to errors due to variations in the
earth's magnetic field, especially in the polar regions, as well as
local distortions of the magnetic field where it is installed. The
latter sensor, since it imploys a gyrocompass to maintain alignment,
is subject to drift error.

In attempting to deal with the heading error source of the Doppler
Navigator, it was suddenly realized that, by the addition of the GPS
system to the Doppler Navigator, a totally unexpected capability was
realized. By judiciously combining GPS and Doppler velocities, a
true heading reference system can be generated. The coordinate sys-
tem shown in Figure 4 depicts the applicable geometry needed to derive
the GPS/Doppler velocity-derived headino equation, namely,

-1 V V - V V

Heading = TAN H _E N D
VV + V
NH DE

where V , V - GPS derived velocities
N E

V , V = Doppler derived velocities
N D

With this GPS/Doppler Heading Reference, a non-maqnetic, non-gyro-
compass means of providing true heading has been fcund. It remains
to be seen whether the accuracies ultimately possible with this

system would justify using it as the primary heading reference for
mission aircraft. However, it can be used to improve magnetic-and
gyro-compasses via Kalman filtering to help overcome magnetic ano-
malies and to reduce qyro-compass errors through dynamic calibration/
alignments. Also, where primary heading references may be a casualty,
there now exists a "fall-back" headinq reference.

CONCLUS IONS:

1. GPS-Doppler Navigator field testinq in the New Jersey area must
cortinue. The shape and range of the .PS position and velocity
ar,:ors in this geographic area 11ust be defined (aq well as what has
influenced these errors). Based an results of such testing, it may
be that, from a world-wide deployment point of view uinder operational
conditions, simple position update of a Doppler Navigator by (;PS is
of insufficient accuracy For attack and other high performance
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aircraft. In this event, some form of multi-state Kalman filtering
would have to be employed.

2. The experimental exploration of the Hybrid Velocity Derivation of
Heading and Attitude, which arose as a synergistic bonus under this
program, must continue. Such experiments will help characterize the
error budget that applies to and gnverns the accuracy of the heading,
roll, and pitch that are so sensed.

3. Any GPS-Doppler Hybrid Kalman filter should address not only
position and velocity improvement but derivation of heading and

attitude au well. These derivations then may be used with the out-
puts of the independent aircraft heading and attitude sensors to
improve overall heading and attitude information without paying for
more expensive heading and attitude sensors.

4. The principle of graceful degradation for high performance mission
aircraft will be enhanced. Not only does this project offer "fall-
back" capability in positioning under adverse conditions but, now,
"fall-back" in heading and attitude as well.

V

3 Patent Application, Docket #D-2071, Title: GPS/Doppler Velocity
Derivocd Heading Reference System, Jack Gray

99

'4



GRAY

C)h

CD>

uDj

LL LL./

100



r ~~~GRAY _ _ _ _ _

LLL
* N K

"IC=

'I' -.

,-4~LLJ

P4
(K=MIEMS

....... ...



GRAY
ae

P a- CL.

I.--

"* 4
3- U

2 U•

•.OD U
4 Its

* l4

ILI

C-2

a. Ua

a Inn



CRAY

LD

L-

U-

(-D
... , ~ -' f-f ,~ uj

*I- !Lo ,.

LUJ
~~''d

**I ~ rJLU
~ tk~ ) ix

10.3



*GROWER, CUTRIGIIT and RUSSELL

REGENERATION OF SURGICALLY EXCISED SEGMENTS OF DOG (U)

ESOPHAGUS USING BIODEGRADABLE PLA HOLLOW ORGAN GRAFTS

*MARVIN F. GROWER, LTC, DC

DUANE F. CUTRIGHT, COL, DC and EMERY A. RUSSELL, JR., COL, DC
U. S. ARMY INSTITUTE OF DENTAL RESEARCH

WASHINGTON, D. C. 20012

The widespread multiple site tissue damage to hollow organs
which may be produced by the high speed projectiles found in today's
battlefipld, with the resulting disruption to the vascular supply of
the viscera, as well as the need for immediate treatment of the
resulting damage, have produced a need for a simple and reliable
method for repair of the resulting defects which will yield effective
long-term functional results.

The current therapy for repair and replacement of the diseased
or avulsed esophagus is by the use of autografts of viscus such as
the stomach,(12) the colon,(l) jejunal loops,(3) isolated jejunal
segments, (17) or split-thickness skin grafts.(lO) None of these
procedures produce totally satisfactory results and complications of
reconstructive esophageal surgery may include:(14) necrosis of the
graft; infection; inadequate blood supply; difficulties in suture
retention; leakage at the anastomatic sites; stenosis of the anasto-
mosis between the esophagus and the graft; gastric stasis; reflux;
and eating disorders.

The object of this study was to test the feasibility of using a
biodegradable polymeric implant constructed from the polymers and
copolymers of polylactic acid (PLA) and polyglycolic acid (PGA) to
replace an excised segment of the dog esophagus. On a conceptual
basis, the use of a biodegradable polymer to fabricate a successful
hollow organ graft holds promise, in that, if successful, it would
obviate the need for multiple operations and the concern for the
vascular integrity of the graft segment. Also, such off-the-shelf
grafts would be readily available for immediate repair of a traumatic
deect and could be cut to various lengths, depending on the defect
to be repaired. Polylactic and polyglycolic acid polymers have been
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used as implant materials in the orbital floor,(6) as fixation
devices for fractures,(13) and as suture material(4) and in these
uses have been shown to exhibit minimal inflammatory response and'
satisfactory healing response at the implant or suture site. (2,4,5,
6,7,8,9,15) The degradation rates of polymers and copolymers of
polylactic and polyglycolic acids have been shown to be a function
of the type of polymer used as well as different copolymer ratios.
(9,15,16)

MATERIALS AND METHODS

The materials used and the working concentration of the solu-
tions employed to fabricate the esophageal grafts were as follows:
(1) l,1,1,3,3,3-Hexafluoro-2-propanol (HFIP), (Eastman Kodak Co.).
(2) Methylene chloride, analytical grade (Fisher Scientific and
Baker Chemical). (3) Polyglactin 910 (90% polyglycolic acid: 10%
polylactic acid copolymer) (Ethicon Corp.), [4 g polyglactin 910/50
ml HFIPJ. (4) Polylactic acid (DL-PLA), d,l-polylactide (Southern
Research Institute), [10 g DL-PLA/100 ml methylene chloride]. (5)
Polylactic acid (60% L: 40% DL-PLA), 60% L-polylactide: 40% d,l-
polylactide (Ethicon Corp.), [8 g 60% L: 40% DL-PLA/100 ml methylene
chloride]. (6) SO% polylactic acid: 50% polyglycolic acid copolymer
(50% PLA: 50% PGA) (Batelle Corp.), [8 g 50% PLA: 50% PGA/100 ml
methylene chloride]. (7) The templates for fabrication of the
esophageal grafts were Teflon cylinders. The Teflon rods used in the
fabrication of Group I implants were 150 mm long x 20 mm o.d., while
those for Group II were 145 mm long x 26.2 mm o.d. The Teflon tem-
plates were constructed from either solid Teflon rods machined to the
desired dimensions or from hollow Teflon tubing which had plugs
inserted at both ends to facilitate rotation of the tubes.

The esophageal grafts were prepared by building up a hollow
cylinder of polylactic acid polymer fibers and films which were
reinforced with polyglactin 910 rings by a process of sequential
dipping and spraying PLA solutions on a slowly rotating Teflon
template. Table 1 gives an example of the steps used in making the
Group I grafts listed in Table 2. The PLA solutions were sprayed
with a #152 dental atomizer (DeVilbiss Corp.) using 20-30 psi of
nitrogen as a propellant at a distance of 10-18 inches from the
rotating rod in a fume hood with an air flow of 150 CFM. Spraying of
the polymer solutions listed in the materials section produced
fibers of 10-25 microns in diameter and 3-10 cm in length which
oriented themselves in a circular manner as they attached to each
other around the rotating Teflon mandril. Sterilization of the
esophageal implants was done using ethylene oxide for six hours at
55C to 60C followed by aeration for eight hours. 'i

The surgical procedures used in this study were done on twelve
mongrel dogs under oroendotracheal nitrous oxide, oxygen, and fluo-
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Table 1.

Preparation of Series I Esophageal Grafts

1. Dipped 21 mm o.d. x 150 mm length Teflon mandril in DL-PLA solu-
tion and allowed to air dry.

2. One end of the coated rod was placed horizontally in the chuck of

a slow speed motor, and the other end was put in a glass supporting
tube which allowed for rotation of the rod. The motor was then set
to turn at a low speed.

3. Sprayed rotating rod with 110 ml PLA solution (90 ml DL-PLA and
20 ml 60% L:50% DL-PLA).

4. Placed 9 polyglactin 910 rings on the PLA-coated mandril. (Poly-
glactin 910 rings were prepared by spraying polyglactin 910 dissolved
in HFIP on a 22.5 mm o.d. Teflon mandril.) The rings were 5 mm in
width and were placed 10 mm from each other in groups of 3 to make
segments of 45 mm each.

S. Sprayed rod with 10 ml PLA solution (60% L:40% DL-PLA).

6. Dipped rod in 50% PLA/PGA solution and let air dry.

7. Sprayed rod with 40 ml DL-PLA solution.

8. Dipped rod in 50% PLA-PGA solution and let air dry.

9. Sprayed rod with 55 ml DL-PLA solution and placed in sealed jar
which was placed in desiccator overnight.

10. Sprayed rod with 72 ml PLA solution (36 nl DL-PLA and 36 ml 60%
L:40% DL-PLA).

11. Polymer coated rod was air dried in hood for 2 hours.

12. Placed polymer coated rod in lyophilizer for 48 hours to remove
residual methylene chloride solvent.

13. After lyophilization the polymer implant was cut into 3 sections,
removed from the Teflon mandril, and stored in a sealed desiccator
prior Lo use.
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thane general anesthesia. By a combination of sharp and blunt
dissection the cervical esophagus was exposed, mobilized, and
retracted from beneath the trachea. A segment of esophagus measuring
approximately five centimeters was removed by sharp dissection after
placement of umbilical tape slip ties to control secretions from the
proximal inmd distal ends of the transocted esophagus. The PIA graft
was then amastomosed to the distal end of the esophagus by use of
interrupted 000 Dexon sutures (Ethicon Corp.). The proximal end of
the esophagus was then anastomosed to the PLA graft in such a manner
as to prevent the esophagus from being twisted upon itself. The
umbilical tape was removed from the esophagus and the anastomosis
inspected for leakage. The surgical wound was closed in the usual
layered manner and the suture line sprayed with Topazone (Eaton
Veterinary Labs.).

The animals were given Bicillin 1.2 million units intramuscu-
larly for three days post-operatively followed by Keflex, 250 mg
three times a day for a period of one week. To prevent dehydration
each animal received twice daily subcutaneous feedings of 750 cc of
5% dextrose and water for three days following surgery. On the
fourth post-operative day the dogs were fed a liquid diet of canned
dog food emulsified in water and fortified with fat (Pig Kalorie
Supplement, Haver-Lockhart Labs.),

One of each of the twelve animals was sacrificed at three and
nine days and two each at 14, 21, 30, and 56 days with an overdose of
barbiturates. Two of the animals were retained for long-term study
and as of the writing of this article, one is 10 months post-opera-
tive, while the other is 16 months post-operative.

At sacrifice, the graft sites were immediately removed in a
cervical block to include the surrounding tissue and at least 2 cm of
normal esophagus at either end of the graft. Excess tissue was
trimmed off the specimens and they were placed in buffered 10%
Formalin. After fixation, the graft sites were grossed serially into
5 to 8 mm transverse segments and photographed. Tissue sections were
then prepared at 6 microns thickness and stained with Ilematoylin and
Eosin for histology.

In conducting the research described in this report, the inves-
tigators adhered to the "Guide for the Care and Use of Laboratory
Animals" as promulgated by the Committee on the Revision of the Guide
for Laboratory Animal Facilities and Care of the Institute of Labora-
tory Animal Resource, National Research Council.

RESULTS

Graft Fabrication Table 2 shows the physical dimensions of the
biodegradable esophageal grafts that were produced by the sequential
spraying and dipping of the Teflon templates with the vtarious forms
of polymeric polylactic and polyglyculic acid. Vxamples of the
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Table 2.

Physical Characterization of Biodegradable Esophageal Grafts

S e o.d. ma Wall thick-
Simple ness m- Length mm Wt g

GROUP I

1 24.5 1.4 44 3.4
2 24.7 1.5 48 3.9

3 24.7 1.6 45 3.4

4 25.4 1.7 52 4.9

5 25.1 1.7 38 3.4

6 25.1 1.7 41 3.7

GROUP II

"1 33.9 3.7 43 8.6

2 33.4 3.6 39 7.2

3 33.7 3.9 40 8.0

4 31.5 3.0 45 6.8

5 32.0 3.0 45 6.8

6 32.4 3.2 45 6.9

a
Outside diameter of samples was measured around the polyglactin
reinforcing rings. Internal diameter of Group I implants was
20 mm; Group II implants was 26.2 mm.

b Wall thickness of polymer between polyglactin 910 reinforcing

rings.
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actual grafts produced are presented in Figure 1, A and B. The
fabricated grafts were rigid and showed very little tendency to flex.
The inner surface of the graft was smooth and tended to be somewhat
more solid in nature than the peripheria due to filling up of inter-
fibrillar networks by the 50% PLA/PGA dips used in fabrication of the
core portion of the implant. This solid core tended to provide a

certain rigidity to the implant. The outer half of the implant wascomposed of a circular network of PLA fibers 10-25 microns in dia-

meter which could be observed as a series of laminations around the
inner core as seen in Figure 1A. This fibrillar coating allowed for

the rapid infiltration of fibrin and fibrovascular tissue into the
implant which resulted in a water-tight seal. These implants exhibited
resistance to flex and collapse; however, the consistency of the wall
material was fibrillar enough to allow the needle from a 3-0 Dexon
suture (Ethicon Corp.) to be placed completely through its wall
(Figure IB). The sutures placed through the graft wall were retained
in position and the wall of the graft did not show any tendency to
tear after placement of the sutures. Comparison of the physical
properties of Group I implants and Group II implants (Table 2) slows
that the Group II implants had an inner diameter 6.2 mm greater than
Group I and a wall thickness at least two times as thick. These
larger implants were constructed to provide more resistance to lumen
collapse which was noted in some two-week specimens, and to produce a
larger diameter esophageal replacement which would be more resistant
to esophageal stricture during the repair phase of healing. Ethylene
oxide sterilization of the implants caused an average 4% decrease in
length and a 6% decrease in diameter from the dimensions listed inTable 2. This dimensional shrinkage was also accompanied by a slight

increase in flex resistance.

Clinical Findings The post-operative periods progressed unevent-
fully. There was very little swelling at the surgical site. Endo-
scopic examination of the grafts in 44tu at three days and eight days
showed an unobstructed esophageal graft which was in continuity with
the rest of the esophagus. Oral administration of slurried canned
dog food was thus begun on day four after initial surgery. By the
fourth week after surgery, the dogs showed some difficulty in oral
feeding and endoscopic examination showed contraction of the repair
tissues present in the graft site. Dilation with a series of metal
bougies starting at a French #29 (9.5 mm) and ending at a French #45
(14.8 mm) was begun at this time and the graft sites were dilated
biweekly until two weeks prior to sacrifice.

The dog presently surviving 16 months (Group I, #5) was dilated
biweekly until six months post-surgery. Some esophageal constriction
was seen at this time, but was readily relieved by bougicnage therapy
and a size #45 French dilator freely passed the length of the esopha-
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FIGURE 1A. End view of aL Group 11 biodegradable
polymer esophageal graft. xl1. 5
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gus after dilation. This dog was then di].a.ed monthly for the next
three months and then one more time two months later. This animal
has now gone five months without any further dilation. The dog cats
well and has shown an increase in body weight from 45 pounds prior to
surgery, to 48 pounds at the present time.

The second surviving dog which had surgery done 10 months ago
(Group II, #6) was not dilated until 40 days after surgery and then
was dilated monthly for two months up to a size #45 French dilator,
after which time it has received no further dilations (over seven
months). Endoscopic examination showed that no esophageal constric-
tions were present and that the epithelium of the graft area was
continuous and similar to that of the original esophagus. After an
initial weight loss after the esophageal surgery, the dog eventually
regained and has maintained his preoperative weight of 40 pounds.

Gross and Histologic Findings The gross morphology of the esophageal
grafts after three days of implantation is shown in Figure 2. Gross
examination of the implant site did not show any evidence of leakage
around the anastomosis between the polymer tube and the esophageal
tissue. All the original sutures were present and they showed only
minimal inflammatory reaction around them. The implant did not show
any evidence of collapse or evidence of loss of structural integrity
at this time.

Histologic examination of the original connective tissue wall of
the esophagus and the graft itself showed a layer of very early
fibroblastic tissue demonstrating hemorrhage with early vascular
proliferation. At the interface between the graft and the connective
tissue there was evidence of platelet and fibrin accumulatLon within
the interstices of the graft but only very little evidence of organi-
zation. The inflammatory response to the graft and sutures was
minimal at this time. Although there was no proliferation of the
early fibroblastic tissue Into the interstices of the graft, there
was a definite increase in mitotic activity in the surrounding
connective tissues. This was evidenced by an increased number o"
fibroblasts and small vascular channels proliferating around the
edges of the graft.

Nine days after surgery the interface between the connective
tissue and the graft showed a marked maturation of thi, fibrou.s
connective tissue and ingrowth of the vasofibroblastic response into
the interstices of the graft material. The thickness of' the connec-
tive tissue wall measured from the outer surface of the tracheal
cartilage rings was 2 mm and the tracheal wall did not show any
evidence of erosion due to presence of the graft. Ilistologically
there could be seen a beginning orientation of the connective tis.sue
fibers in a circular manner around the grnft site. Thecre was very
little tendency to form piant cells surrou'iding the pilymer il'Hiers.
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"l'he interface between the graft and the original connective tissue ]
showed an ingrowth of 1.5 mm of fibrous connective tissue into the
interstices of the graft itself with minimal inflammation present.

At the margins or at the interface between the graft and the esopha-
geal epithelium there was a proliferation of new epithelium at least

3 mm down over the graft site.
Examination of the 14 day samples revealed a vasoblastic connec-

tive tissue wall of approximately 3 nan which surrounded the esopha-
geal implant. In certain areas of the connective tissue graft
interface there was some mild multinucleated giant cell formation
where the polymer had been incorporated into the tissue and this
extended back about 1.5 mm from the apparent edge of the graft
itself, indicating that the vasofibroblastic ingrowth had penetrated
at least 1.S to 2 mm into the graft. In addition, there was minimal
evidence of collagen organization into both circular and longitudinal
bands in the implant area as well as epithelial ingrowth down the
edges of the graft itself.

Gross examination of the 21-day samples, as seen in Figure 3,
showed that there was a vasofibroblastic wall of about 5 mm (measured
from the outer tracheal ring) which had formed both as a result of
tissue growth around the implant and growth into the implant itself
of about 2.5 mm. Histologically, the advancing front of granulation
tissue into the graft itself was chdracterized by occasional multi-
nucleated giant cells which were shown to be phagocytosing the
polymer after it had been hydrolyzed. The more solid inner portions
of the implants containing the polyglactin 910 supporting rings
appeared to have become delaminated from the outer portions which
were penetrated by granulation tissue ingrowth. Portions of this
residual graft material could be seen in some sections as seen in
Figure 3, although in other areas this material was absent. The
collagen fibers present in the new esophageal wall showed a variable
orientation and there was variable epithellal migration up to 5 mm
from the anastomosis along the inner aspect of the graft site.

By eight weeks the graft appeared to be almost completely
resorbed and a collagenous tube with a wall thickness up to 5 mmi
measured from the tracheal rings was present, as seen In rigure 4.
In addition, it was evident that the esophageal implants had not
affected or caused any erosion of the trachea. The lumen of the
esophagus was open although some contraction of the repair tissue ,as
evident as indicated by the narrowing of the esophageal lumcn and
there was no macroscopic evidence of graft material. Although on
microscopic examination (Figure 5) some evidence of residual polymer
between the collagen fibers appeared to he present. The I)exon
sutures, on the other hand, appeared to have become completely de-
graded. Only minimal inflamnation and slight edema were pr.sent at
the graft site and the collagen showed a variable orlc ntatlon with a

11.4
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small amount of circular orientation. There were islands and sheets
of epithelium growing over the surface of the implant throughout much
of the graft lumen as seen in Figure 5, although the lumen was not
completely epithelialized.

DISCUSSION

This stud), demonstrated the feasibility of using a biodegradable
hollow organ implant fabricated from polylactic acid and polyglycolic
acid polymers to regenerate an excised segment of the dog esophagus.
The use of an inner core fabricated from polyglactin 910 rings, 100%
PLA fibers and laminations of 50% PLA/50% PGA provided for rigidity
of the implant. The outer covering of PLA fibers provided for
strength and allowed for a vasofibroblastic ingrowth into the graft
as well as promoting growth of a collagenous sheath of tissue around
the peripheria of the graft. The fabrication of 100% PLA into 10-25
microfibers, as was done in this study, allowed degradation of some
polymer in as little a: 14 to 21 days (Figure 3) by hydrolysis of
tissue fluids and cellular action; although some polymer appeared to
be retained for up to 8 weeks (Figure 5). This resorption tim,; is
in contrast to the time required for solid PLA plates. Plates are
partially resorbed in six weeks and total resorption occurs in six
months.(13,16)

The fibrillar esophageal grafts which were constructed in this
study were strong, easily handled, and could be trimmed to any
required size. They were resistant to leakage, retained sutures
well, and showed minimal inflammatory reaction at the anastomotic
sites. The ability of these implants to undergo sterilization by
ethylene oxide would enable them to be routinely stocked and steri-
lized in a hospital setting. The minimal shrinkage seen in the
implants with ethylene oxide sterilization at 55-60C'-was probably due
to some dimensional change exhibited by the d,l-polylactide fibers
(15); however, the use of L-polylactide fibers and polyglactin.910
supporting rings tends to inhibit these dimensional changes.

The PLA polymeric material appeared to have a favorable response
on the healing reactions seen as complete repair of the graft site by
a collagenous sheath connecting the two ends of the esophagus was
achieved by two weeks. Histologically, this repair was by a dense
hyalinized type of connective tissue in sheath form.

The connective tissue sheath allowed the animal to cat freely
with minimal discomfort until the fourth week after surgery, when
some contraction of the new segments was noted. This constriction
was readily relieved by dilation of the esophagus with metal bougLes.
Similar problems may also be seen with autogenous viscus replacopncnts
(14) and the course of bouglenage therapy used on the long-term
surviving.dogs Is similar to the therapeutic regimens used on human
patients with constrictive esophagitis.(l1)
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The ability of the two surviving dogs to go without dilation
for over 5 to 7 months suggests that maturation of the collagen
fibers making up the repair may have occurred. The greater resist-
ance to esophageal contraction shown by the dog receiving Graft II,
#6 (Table 2) suggests that the wider and thicker grafts used in
Series II may provide more optimal healing stimuli than the narrower
and thinner grafts of Series I. Dilation of the grafts caused only
minimal trauma to the lining epithelium, which rapidly healed. The
esophageal grafts in these two long-term animals have also apparently
resulted in a functionally effective repair which allowed adequate
nutritional support of the dogs, as evidenced by the maintenance
and/or increases seen in their initial body weights. This compares
favorably with results achieved using viscus grafts in which patients A
report difficulties in eating and slow weight gain for 12 to 18
months or longer. (14)

In conclusion, it has been shown in this study, for the first
time, that: (1) It is possible to construct a completely biodegrad-
able off-the-shelf graft which can replace lost segments of hollow
organs; (2) Regeneration of the hollow organ occurred by a new tube
of connective tissue lined by epithelium utilizing the technique of
neogenesis within a biodegradable polymer-copolymer framework; (3)
The replacement supported the dogs' nutritional intake requirements;
(4) The replacement showed adequate strength and allowed for main-
tenance of esophageal diameter by bougienage therapy; (5) It did
not appear to exhibit problems such as the need for multiple opera-
tions, leakage at anastomosis sites, lack of blood supply, and post-
operative infections seen with other therapeutic procedures in
current use; and (6) Grafts made of spun biodegradable PLA and PGA
polymers meet the requirements for an effective and easy-to-use
replacement for traumatized or lost hollow organs which are encoun-
tered in combat military surgery, and should be studied further.
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THREE-DIMENSIONAL FINITE ELEMENT
COMBUSTION INSTABILITY ANALYSIS

ROBERT M. HACKETT, PhD
PROPULSION DIRECTORATE, US ARMY MISSILE LABORATORY

REDSTONE ARSENAL, ALABAMA 35809

INTRODUCTION

The phenomenon of oscillatory combustion instability in solid
rocket motors results from the responsiveness of the combustion pro-
cess to oscillations in the flow environment. Because of the high
probability of combustion instability in low signature motors and the
attendant jeopardy to successful motor and system performance, the
capability of instability prediction is of unquestioned importance.
The state-of-the-art in the field of linear analysis of combustion
instability is based on a perturbation of the acoustic field in the
burning propellant and an evaluation of the growth/decay coefficient
associated with the acoustic pressure waves; a positive coefficientindicates an amplification of the waves and, therefore, instability,
and a negative value implies attenuation of the waves and stability.

In early 1975 the development of a Standardized Stability
Prediction Method for Solid Rocket Motors [1] was begun by Aerojet
Solid Propulsion Company under contract with the Air Force. Tt was
decided that this method would employ the NASTRAN finite element
fluid analysis option which was developed for rocket acoustic cavity
analysis [2,3,4,5]. The NASTRAN finite element analysis is axlsym-
metric and approximates the effect of radial slots (Figure 1) on the
cavity acoustics. As long as the slot width is relatively narrow, the
approximation provides an accurate model of the cavity acoustic
response, but as the slot width increases, the accuracy diminishes.
The NASTRAN option as used in the standardized method does not provide
for Lhe coupling of the vibratory response of the solid propellant
grain Lo that of the acoustic cavity and hence does not provide a
means of evaluating the damping of the acoustic oscilliacions by the
propellant grain response. An additional limiting feature of the
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standardized method is that it employs a post processor, separate
from the other analyses, for evaluating the growth/decay coefficient.

%t

_x MIPATINGZ
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Figure 1. Three-dimensional cavity-solid propellant model.

The three-dimensional analysis package presented herein was
developed primarily to provide 1) more generality, and therefore
more accuracy in modeling complex cavity geometries, 2) a means of
predicting the damping of acoustic oscillations by the solid propel-
lant grain, 3) an integrated program designed solely for the purpose
of combustion instability prediction with ease of use, and 4) a means
of coupling the combustion instability analysis to an internal bal-
listics analysis. The developed package possesses all of these
positive features as well as certain inherent, somewhat unappealing
features associated with "bigness" which will be pointed out lnter
in the paper.

The main aspects of the developed three-dimensional code are
listed as follows and will be elaborated upon subsequently in the paper:

1) It atilizee a three-dimensional finite element mesh
generator especially adapted to provide input to the
program.

2) It utilizes the principle of dihedral symmetry which enables
a consideration of only the smallest repeating geometrical
segment.
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3) It couples the response of the gas cavity with that of the
solid propellant grain to enable the calculation of the
frequency of the coupled system and the damping provided
by the propellant grain.

4) It provides for modeling the propellant grain as a nearly
incompressible material (which differs from the common
minimum potential energy formulation).

5) It utilizes the principle of condensation, wherein, in
this case, the fluid pressure degrees-of-freedom are
designated "master" and the solid propellant displace-
ment and mean pressure parameter degrees-of-freedom are
designated "slave." This enables a major reduction in the
size of the problem; the number of equations is reduced
from the total number of degrees-of-freedom of the coupled
system to the number of fluid pressure degrees-of-free-
dom.

6) It provides the option of considering the response of the
gas cavity alone (which models the cavity boundaries as
being "acoustically hard"). This option might be utilized
in certain cases where a savings in computer costs or
storage is a dominant consideration. In this case the
condensation approach previously described obviously
would not be taken.

•.7) It calculates the three-dimensional potential flow field,
8) It evaluates the stability integrals for the calculation

of the net driving/damping coefficient for each mode.

FINITE ELEKENT KESH GENERATION

It is only necessary to develop a finite element mesh for one
repeating segment (Figure 1) of the total cavity-grain rocket geometry.
This is true because of the employment of the principle of dihedral
symmetry in the program. Although the three-dimensional element used
in the program for both the cavity region and the propellant grain
is a tetrahedron [6], the mesh is that of bricks, each brick, or
quasi-hexahedron, being comprised of five basic tetrahedra. The break-
down of the quasi-hexahedra into tetrahedra is performed internally.
The mesh generator is an efficient routine which automatically creates
the complete finite element mesh, for both cavity and solid pro-
pellant regions, from a minimal amount of input. Each repeating
segment is sectioned in the longitudinal or z-direction, with each
sectio comprised of a number of quadrilateral parts which are
identified by a counterclockwise listing of their part boundary curves.
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Part boundary curves may be ellipses as well as straight lines and
their points of intersection are designated by IJ indices as shown

in Figure 2.

ID4AT I ICAVI1VI

II, AII, J! TO 11, JI ICUIVt 41
Ii ITOl J Culp'vW IIit, Jt it, JI TO I, J4 WURVE 2I

III, JA TO I, J4 CUIVt "I

It., PART2 ICAVITY,9OLID PROPELLANT INTIRFACII

ES, J4 II, A4 TO I9, A CUPIVI 3)",4I, JA TO IR, JE ICLUV% II"II, J4 |I J IS, N TO It, N I CURVE SI

I1, is TO 6, iS I, l FU VE 41

PART 3 SOLID PROPELLANT)
A, I, �F lI.Ji I, JI i. I uk IIU

__ . IlI , NTO II, JS ICURVE SI
Is, J. TO II. Js (GURVE 71
II, is TO I1. s (CUR VE 8)

Figure 2. Finite element mesh definition for cavity-solid
propellant.

By coupling the output of a standard internal ballistics
analysis computer code with the mesh generator one can obtain a
combustion instability analysis at any stage of performance, i.e., at
any instant from ignition of the propellant to burnout. This has
been done through the definition of additional part boundary curves,
which conform to the geometry of the different zones of burning for
the differing cavity-grain configurations. With the transfer of a
small number of geometric parameters from the output of the internal
ballistics code to the mesh generator, a complete combustion insta-
bility analysis can be initiated and automatically performed. The
designation of these parameters and a detailed description of the
development of the coupling program are found in References [7] and [8].
Presently the coupling of an internal ballistics analysis with the
combustion instability analysis is li'nited to the consideration of
axisymmetric and star cross-section geometries, but increased part
boundary curve definition is a matter of expansion of the program,
not of additional development.
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DIHEDRAL SYMMETRY

If a geometrically defined body is made up of identical sag-
ments symmetrically arranged with respect to an axis, the degrees-
of-freedom for a finite element analysis can be transformed into
uncoupled symmetrical components, thereby greatly reducing the number
of equations which must be solved simultaneously (9]. A further
reduction can be effected if each segment has a plane of reflective
symmetry. Dihedral symmetry is the term applied to this latter
condition. It can be seen from Figure 1 that a typical solid rocket
geometry meets this requirement and, therefore, the principle of
dihedral symmetry can be employed in a three-dimensional (cylindrical
coordinate) analysis. The application of the principle to this prob-
lem is explained in detail in Reference 110] and will not be reproduced
here, but the resulting analysis will be discussed.

Employing the principle of dihedral symmetry, the program
computes three distinct types of acoustic harmonics; the zero
harmonic, the K harmonics, and the N/2 harmonic. The zero harmonic
exists for all cases. The number of possible K harmonics is given by

K I.. ., L (.)

where the harmonic index L is given by

N-L * 1 (if N is an odd number) (2a)

N - 2
U --- (if N is an even number) (2b)

where N is the number of radial slots or lobes. The N/2 harmonic
exists only when N Is even. Referring to the geometry of Figure 1,
then, one could calculate the zero, first, and second harmonics, the
latter two being K harmonics. The longitudinal modes associated with
each harmonic are calculated as requested by the user. The result
of this calculation (eigensolution) is the natural circular frequency
associated with each acoustic mode and the corresponding acoustic
pressure distribution (normalized acoustic pressure at each finite
element nodal point) for the smallest repeating segment. The pressure
distribution for each of the other segments is then simply calculated
automatically through the dihedral transformation matrix. The
acoustic velocity components (constant for the region occupied by each
cavity tetrahedral element) are computed from the acoustic pressure nodal
point values for those cavity elements which are adjacent to the propellant
grain.
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The theoretical formulation of the complete three-dimensional
finite element analysis, in which the natural circular frequency, the
acoustic pressure distribution, and the element acoustic velocities
are calculated, is given in Reference [1 and will not be repeated
here. Reference [12] also presents the theoretical finite element
formulation which was used in the development of this program.

COUPLED RESPONSE

The presence of the solid propellant grain can significantly
shift the acoustic system frequency from that of the gas phase alone,
a portion of the acoustic energy being dissipated by the deformable
solid material. This effect can be one of the more significant sinks
for acoustic energy in both large and small rocket motors, the amount
of damping depending on the grain geometry and mechanical properties
and on the acoustic mode shape and natural frequency.

In order to evaluate the coupled cavity-solid propellant
grain response it is necessary to model, by the finite element method,
both cavity and grain. This, of course, greatly increases the size of
the problem to be solved, from the standpoint of number of initial
degrees-of-freedom. The coupled finite element formulation of Refer-
ence [12), which is coded in the three-dimensional program, is
expressed in matrix form by:

r~tl rc i u li-2

- 01--I~ 
(3)

_U ~ 10 070)1

where [F] is the fluid inertia matrix, [C] is the fluid compressibil-
ity matrix, [K] is the solid stiffness matrix, [M] is the solid con-
sistent mass matrix, [U] is the matrix which couples acoustic pressure
degrees-of-freedom to solid displacement degrees-of-freedom, (p) is
the acoustic pressure vector, {(d is the solid displacement vector,
{HW i• the mean pressure parameter vector (to be elaborated upon later),
and AVis the eigenvalue of the coupled system.

The structural damping can be attributed to the out-of-phase
response of the solid propellant grain, which is measured in terms of
the complex shearing modulus of the grain, which, in turn, results in
a complex eigenvalue for the coupled system. The imaginnry part of
the complex eigenvalue obtained from the eigensolution is the natural
circular frequency of the coupled system while the real part is the
structural damping rate.
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Since the complex shearing modulus is frequency dependent, a
series of iterations may be necessary before the accurate value of V
complex modulus for input into the program is determined.

PROPELLANT GRAIN MODELING

Since the propellant grain t.s only accurately modeled as a
nearly incompressible material, the well-known standard Navier dis-
placement formulation, in conjunction with the Ritz procedure, would
lead to inaccuracies in the finite element modeling of the grain. In
order to avoid this sitit~t.Lcn the solid finite element formulation
utilized in this program is that of a linear displacement-linear mean
pressure tetrahedron [13]. It is similar to the Herrmann variational
formulation [14], which employs a linear displacement function and a
constant mean pressure function. The finite element modeling of the
propellant grain used in this program is outlined in detail in
Reference [12] and will not be repeated here.

EIGENVALUS ECONOMIZER - CONDENSATIONr

The extraction of eigenvalues and eigenvectors is a much more
expensive operation than is the solution of oimultancous linear
equations, It requires roughly twice as much time to extract a single
eigenvalue as to do a single "static" analysis. In order to reduce or
"condense" the number of degrees-of-freedom in the eigensolutionp the
following technique is utilized in the three-dimensional program. Fur-
ther details of the method are found in Reference [15].

The original formulation of the coupled system is given by
Equation 3, where the number of degrees-of-freedom is equal to the num-
ber of cavity nodal point pressures, plus the number of solid propellant
nodal point displacement components, plus the number of solid propellant
nodal point mean pressure parameter values (one at each propellant grain
nodal point), for the analyzed repeating segment. The condensed formu-
lation is given by:

~ [r] I~ [Cr]) 0

where

[~r] [: TJ[ IO] [K:IrI] (5a)
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Ir,

• " ~- [C•T "I'•
and iC (5b)

r i1-i1

where I is the identity matrix. The relationship between initial and
reduced degrees-cf-freedom is

P (6)

UNCOUPLED RESPONSE

Although one of the most important features of the three-
dimensional program is the coupled cavity-propellant response, the
option of a cavity analysis alone is available to the user. In this
case the cavity-solid propellant interface is modeled as an "acousti-
cally hard" boundary. The najt only option would greatly reduce
the solution time and cost and would, in some cases, perhaps suffice.
The user need make only two simple adjustments to the input data, and
these adjustments are described in the user's guide to the three-
dimensional code (16].

POTENTTAL PLOW CALCULATION

A separate operation i.s carried out in the sub-routine which
performs a potential flow analysis for the purpose of determining the
mean flow field in the rocket cavity. As in the case of the eigen-
solution, only the smallest repeating geometrical segment need be
considered, and, for this calculation, only the cavity portion of the
segment with the proper boundary conditions. The same general formula-
tion of the finite element model equations of motion is utilized except
that, in this case, the fluid is considered to be incompressible, The
mass flow into the cavity from the burning propellant surface-is
modeled as a cavity-solid propellant interface nodal point quantity.
It is calculated by summing the interface surface areas associated
with each nodal point lying on ihe cavity-solid propellant interface.
Tle solution of the resultir.g set of linear equations for the mean
flow velocity components (conatant for each cavity tetrahedron) is
explained in Reference [11] and will not be discussed here.
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EVALUATION OF STABILITY INTEGRALS

The final operation consists primarily of the evaluation of
the stability integrals associated with the various driving/damping
coupling mechanisms which occur in the cavity chamber in the presence
of combustion and flow. The stability integrals presently incorporated

into the program are those derived in Reference 117) for the three-
dimensional case, along with the flow-turning formulation also found
in Reference (17]. The use of linear pressure (and therefore constant
velocity) tetrahedral elements to represent the cavity region enables
an explicit evaluation of the stability integrals, given the acoustic
nodal point pressures and element velocities and the mean flow element
velocities from the finite element solutions. At present the code
does not contain a routine for evaluating nozzle damping or particu-
late damping. These additional calculations will be added.

The evaluation of stability integrals is for the purpose of
calculating the driving/damping coefficient, a, a fact well-known to
the combustion community. A positive a indicates a stable mode. The
net value of a computed by the three-dimensional code is a summaticon
of the computed values of cPC (pressure coupling), aVC (velocity
coupling), aFT (flow-turning), and aSD (structural damping). The value

of a SD is obtained from the complex eigensolution described in an
earlier section; the other three a-values are obtained from the evalu-
ation of the stability integrals. It is known that the pressure
coupling mechanism always drives the acoustic oscillations, that the
velocity coupling mechanism may either drive or damp the oscillations,
and that the flow-turning mech~nism always damps the oscillations.
Response factors [18,191 are input into the program as multiples of the
stability integrals for the calculation of the a's obtained from the dif-
ferent coupling mechanisms. These propellant grain-dependent response
functions are obtained from other analyses and utilized as direct
input into the three-dimensional program.

COMPARISON WITH ANALYTICAL SOLUTIONS AND
FXP1ER IMFNTAL OB SERVATIONS

In order to affirm the accuracy and usefulness of any numer-
ical analysis package it is necessary to make comparisons of results
obtained numerically with available analytinal closed-form solutlon•
and experimentally obtainid results. In the case of a complex anal-
ysis procedure such as that or combustion instability, available his,,H
of comparison arnt,' Ililtud [nt h rub;rdH. T1110 flA0W•l rv-IAI ts nruQ
presented to witpptorL tht, C liti u On Of iCCLI '1 titsd tivt lityv ort t .h10doLve' IL)opL'd pttt ag'k~p L,.

127

-- - ___________ 4



.4

HACKETT

Analytical Comparisons. A right circular cylindrical cavity
254mm long and 254mm in diameter was modeled using an 18* repeating
segment consisting of 32 quasi-hexahedral elements, 4 in the radial
direction and 8 in the longitudinal direction. Acoustic frequencies

corresponding to the first and second logitudinal modes (17. and 2L),
the first tangential mode (IT), the first tangential-first longitudinal
mode (IT-IL), and the first radial mode (1R) were solved for and are
compared with the corresponding analytically obtained frequencies of the
cavity. The values are shown in Table 1.

TABLE 1. NUMERICALLY AND ANALYTICALLY CALCULATED ACOUSTIC
FREQUENCIES FOR CYLINDRICAL CAVITY

Frequency (Hz)

Mode Analytical Finite Element
Solution Solution

11 2000 1988
2L 4000 4042
IT 2400 2378

IT-IL 3124 3151
1R 4994 5033

As described earlier, a separato potential flow calculation
is made in the combustion instability analysis package for the purpose
of evaluating the stability integralN. A comparison of the finite
element potential flow solution with the analytical solution for the
cylindrical cavity is shown in Figure 3.

IM1`417 ELEMENT MODEL1

z X -rISIOMINI

3 F"I'llt I LIMNTN

OS.UTIONUT
A NALYTICAL. 

FIII.ILM 
N

I - ANALYI L

LE NOtH O0 C0$NDAICAL CAVITYV

Figure 3. Comparison of finite element and analytical potential.
flow field solutions for a circular cylinder.
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The accuracy of the finite element frequency calculations is
seen in Table 1. These results are highly fdvorable, especially when
considering the relatively small number of elements used to model the
cavity. The somewhat less satisfying agreement in the case of the
finite element potential flow solution can be attributed to the
relatively small number of elements, especially near the exhaust end
of the cavity where the axial velocity component has its largest value.
Additional comparisons with closed-form solutions of the same type have
yielded results similar to those cited here.

Experimental Comparisons. The experimental data used for
comparison purposes were obtained from Hercules, Inc., Allegany
Ballistics Laboratory (ABL) in Cumberland Maryland and result from
testing of an early experimental model of the Smokeless CHAPARRAL
Motor Assembly, conducted in early 1977. The finocyl geometry of
the pulsed motor and the finite element model consisted of a small
diameter-to-length ratio cylindrical cavity having four radial slots
over approximately one-third of the cavity length. Experimental
longitudinal mode frequency and stability data can be compared to
corresponding finite element analysis results in Table 2. The test
data and namerical results found in Table 2 correspond to a burn
distance of 8.03mm. The finite element ana~yses were performed on
the CDC 6600 computer at Redstone Arseral. The lack of close agree-
ment observed when comparing corresponding net a-values can to some
extent be attributed to the use of somewhat inaccurate values of
response factors, which are presently considered in the program as
properties of the propellant, but which are also flow-dependent.
However, the qualitatively good agreement between corresponding values
can be observed.

TABLE 2. SMOKELESS CHAPARRAL DATA AND FINITE ELEMENT ANALYSIS RESULTS

Test Data Fiaite Element Analymis

Frequency (Hz) a (sec" 1 ) Frequency (Hz) a (sec- 1 )

323 -94

290 -41 307 -198

644 -266
640 -290 593 -220

909 -192
927 -145 909 -148

1I
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The results from additional finite element analyses of the
early experimental model of the Smokeless CHAPARRAL Motor Assembly are
shown in Table 3. The most notable aspect of this set of finite element
analysis results is the prediction of instability in some of the
tangential modes (positive val,es of a). This compares quite favorably
with ABL tests of the same assembly, which exhibited clear instabilities
in tangential modes. Also, ABL test results showed 5-6 separate tangen-
tial modes evident in the frequency range of 9000-20,000 Hz.

TABLE 3. HIGHER ACOUSTIC MODE FINITE ELEMENT ANALYSIS RESULTS
FOR SMOKELESS CHAPARRAL MOTOR

Frequency
Harmonic Mode (Hz) a (sec.1)

1 7992 -147
2 13,476 + 33

K (-1) 3 15,303 - 55
4 15,915 + 46
5 17,907 - 92

1 8981 -232
2 15,948 +162

N/2 (-2) 3 20,516 -119
4 23,693 - 62
5 25,644 - 85

The comparisons between numerical and experimental results,
which can be made from Tables 2 and 3, would appear to support the
contention that the developed finite element package can be of
valuable use in predicting the instability of solid rocket systems.

CONCLUSIONS

The developed computer package performs a linear analysis of
the irrotational motions of an inviscid, compressible fluid coupled
to the motions of a nearly incompressible, linearly viscoelastic solid,
performs a linear potential flow analysis of the irrotational motions
of an inviscid, incompressible fluid, and then determines the effect
of the flow field and of combustion on the calculated acoustic
oscillations. There are obvious limitations attached to any code
which is as basic as the restrictions listed above dictate, but it is
felt that the developed code presented heroln Im probably as sophis-
ticated as the present state-of-the-art warrants. It t. vIwVd 41,1
having much potential as both a design and a renvarch tool, As the
state-of-the-art in combustion technology advancves, it Is fel It that
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the code can be relatively easily revised and updated to include the
new technology; at least it was designed with that provision in
mind.

One of tae most attractive features of the code is the ease
of use. Other extremely important attributes are the fact that it
is three-dimensional, that it performs a coupled cavity-solid propel-
lant analysis (or, alternatively, a cavity-only nnalyols), and that all
analyses are automaticrilly linked. Features of the code which do not
enhance its reputation also exist, and they too should be pointed out.
It is a large program requiring a large amount of storage and it may
require long run times, as is the case with any three-dimensional
finite element program. Presently, the entire program is in-core
computation, but this will, in all probability, be modified, The
eigenvalue routine used in the analysis may not be the most efficient
one available. This possibility is currently being investigated, and
if a more efficient routine can be found, it will be used in place of
the one presently employed. In certain instances a two-dimensional
(axisymmetric) uncoupled analysis provides sufficient accuracy, and
for such cases use of the three-dimensional code might not have merit.

It is felt that the demonstrated attributes of the three-
dimensiunal code far outweigh any foreseen disadvantages, and that
it can provide the means of performing important, and heretofore
impossible, analyses.
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EXPERIMENTAL CHEMOTHERAPY: A RAPID AND SIMPLE

SCREENING METHOD FOR DRUG BINDING TC DNA

FRED E. HAHN, PH. D.
WALTER REED ARMY INSTITLVE OF RESEARCH

WASHINGTON, D.C. 2U012

I. BACKGROUND

Histories of wars and of infectious diseases have been inter-
woven since the time of antiquity. In World War II, some 500,000 Ameri-
can sb?"'icemen acquired malaria with an attending loss of 6.6 millions
of man days. During 1965, the numuber of American soldiers evacuatedfrom Vi.etnam because of chloroquine-resistant malaria, equalled the
number evacuated because of wounds (1). The invasion of Taiwan from
maialand China, planned in 1949, had to be abandoned because of a cata-strophic wutbreak of schistosomiasis which the assembled troops acqui-
r~d while practicing landing maneuvers on inland lakes in Fukien pro-

S~vince. Earlier, the campaign of Napoleon in Egypt faltered becnuise of
schistosomiasis and trachoma in the expeditionary force. I

Drugs for the treatment of those communicable diseases a-
gainst which the've exists no effective immunoprophylaxis are a military
nLcessity when troops must be deployed in unsanitary parts of the
world. The Russian Civil War (1917-1924) was accompanied by 25,000,000
cases of epidemic typhus. Today, such patients would be treated success-
fully with chloramphenicol or tetracyclines.

In the prepatation for warfare, the development of chemothe-
rapeutic drugs is an absolute necessity. Searc.ih for, ind development of,
such drugj still empiuys empirical methods. The discovery of lead com-
pounds and their successful molecular modification would be facilitated
by the introduction of exact scientific pie-screens. This article de-
scribes such a screening method.
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11. SCIENTIFIC INTRODUCTION

Numerous drugs against parasitic diseases, such an malaria,
.chistosomiasis, trypanosamiasis, and leishmaniasim form complexes with
DNA (Table 1). DNA-binding compounds are among inhibitors of nucleic
acid polymeraos reactions of DNA viruses and retroviruses (Table 2)
and-furnish lead. to the development of virus chemotherapy (2). The lar-
Sest number of DNA-complexing drugs is found among anticancer compounds
(Tablo. 3). DNA-complexing compounds alsooliminate drug-resistance
plasmids from cultures of multiresistant~ bacteria and, hence, restore
sensitivity of such organisms to antibiotic and synthetic drugs (3,4).
The agentg in Tables 1 - 3 act as DNA templatu poitons that Inhibit the
replication of DNA and/or the transcription of RNA from DNA.

Table 1. DNA-Compleacing Antiparasitic Drugs

Acriflavine Hydroxystilbamidine
Barber ins Miracil D
Barenil Pentamidine
Chloroquino Propamidins
Congocidine Quinine
Ethidium Bromide Quinacrine
Hycanthone Stilbamidins

Table 2. DMA-Complexing Compounds with Aativiral Action

Distamycin A Nitroacridins C-283

Ethidium Bromide Tilorone

Table 3. DNA-Complexing Antitumor Compounds

Adriamycin Echinontycin
Anthramyc.Ln Ellipticine
Bloomycin Mithramycin i

KChromomycin Nitroacridine C-283
Daunomycin Nogalamyc in
Dichiorn-diammino platinum Olivomycin
Distamycin A Sibiromycin

DNA-binding compounds ca.a be designed (5). They are also
found among antibiotic. (Table 3) as well as among empirically disco-
vaend oynthetic drugs (Table 1). Since the ability of a compound to
form a molecular complex with DNA signals potential chemotherapeut~ic
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IF,'
Vactivity, it follows that an in vitro pro-screen for DFA binding will

be a useful step in experimental chemotherapy programs.

The subject of this article is a simple, rapid, and inexpen-
sive screening procedure for drug binding to DNA. It yielde numerical
results which are proportionel to biochemical and biological activities
of the tested compounds. The method is based upon the displacement of
methyl green from its complex with duplex DNA. It requires only a
simple spectrophotometer and the (commercially available) methyl green-
DNA reagent.

11I. METHYL GREEN AND ITS COMPLEX WITH DNA

Methyl green, MG, is a basic triphenylmethane dye (Fig. 1),
It is used as a histochemical stain for DNA. The DNA-MG reagent is an
experimental substrate for the determination of deoxyribonucleases
(6. 7). The first quali.tative observation of a displacement of MG from
DNA by drugs was made for chloroquine and quinacrine (8).

The use of the DNA-MG complex in displacement analysis is
based upun the fact that free MG in polar solutions of pH >5 undergoes
spontaneous molecular rearrangement to its col.orless carbinol base (9)
so that the liberation of the dye from DNA can be followed spectropho-
tometrically as an exponential decrease iY absorbance at 640 nm with
a first order rate constant of 0.65 x hr" (10). In its complex with
DNA, MG is stabilized against molecular rearrangement and, hence, main-
"taitLS its color.

In order to understand the molecular mechanism of the displa-
cement cf MG, its complex with DNA has been studied (10). MG binds to
doubbt-stranded (calf thymus) DNA with a stoichiometry of one dye mole-

HCN'(CH3)2 Fig. 2.

I I III 1

(CH3)g NN!(C

135



HAMN

cule per 13 nucleotides (9). This is attended by a bathochromic shift
of 10 nm in the absorption maximum of MG and a hyperchromic increase
of 40 per cant in this maximum (Fig. 2). Bathochromic shifts indicate
the binding of single dye molecules rather than of dimers or aggregates
(11). hy2orchromicity suggests peripheral binding to DNA rather than
insertion between base pairs (intercalation) in the interior of the
double helixi intercalation places chromophores into a less polar en-
vironment and, thus, produces hypochromic chauges in their absorption
spectra.

The naturally single-stranded DNA of OX174 also causes the
bathochromic shift in the absorption ipectrum of MG but does not pro-
duce hyperchrornicity. After iXI74 DNA and MG are combined in solution,
the absorption of the dye decreases with a time course, similar to that
of free MG. A small portion of MG remains stably bound to this single-
stranded DNA.(0.).

The synthetic duplex DNA-like polymer, poly[d(A-T)], causes
the same manifestations as DNA in the absorption spectrum of MG and
also stabilizes the dye. In contrast, poly(dG-dC) produces a slight
hy2ochromic change at 640 nm, followed by slow decolorization with an
absolute endpoint of 33 per cent of MG remaining stably bound to the
polymer (10).

Besides by base composition and the homopolymeric nature of
its component strands, poly(dG-dC) differs from DNA and poly[d(A-T)] by
its preference for the A-conformation, although variable portions coex-
ist in the B-form (12). Fig. 3 depicts the B-conformation of DNA in
aqueous, and the A-conformation in dehydrated, environments.

Stable binding of MG requires double-stranded DNA in the
B-conformation. This is provAd by observations that ethanol at graded
concentrations releases MG from DNA. Effects of ethanol on DNA in so-
lution have been extensively studied*.

From 20 vol per cent, ethanol begins to denature DNA as indi-
cated by a sharp drop in viscosity which decreases further with increa-
sing alcohol concentrations (13). Up to 40 vol per cent, ethanol de-
creases the median denaturation temperature, Tm, of DNA, indicating
progressive denaturation; but above 40 vol per cent ethanol, Tm increa-
ses again owing to the beginning of the B - A transition (14). At 65-
78 vol per cent ethanol, DNA exhibits (by circular dichroisan)the con-
formational chaage from the B- to the A-conformation (15). In 100 per
cent ethanol, DNA is completely denatured (16).
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The effects
c-he,.e. SohsmsoftheAandBformsofONA, of ethanol from 20 to 78

vol per cent on the DNA-
MG complex are shown in
F'ig. 4. Increasing etha-
nol concentrations libe-
rate MG at increasing

'. rates whose initial cur-

| j3.4A*' yatures show tranastion
to 1$enarity beyond 4.5

216A1 Pa. A 3 hr. (i.e. the time re-
quired to decolorize
free MG). When the curved
portions of the release
kinetics were corrected

by subtracting the con-
tr!biution of the linear

I "process, it was discove-

A-form B-form red that the course of
MG liberation was a com-

.pFs.tte 9 the l$near
-rate and of an initial

burst of release of the dye,

I.! followed by a first order de-
......... cay such as is seen for free

, .. .................... 20% MG, Apparently, the slow li-
S , .. near liberation of the dye

', .----.... .. was the result of progressi.-
% N' .e denaturation of DNA,

while the sudden release of
"the bulk of MG was caused by

"0% the B -4 A transition of DNA.

Mts L OHLIN - DNA 
M.G was not extracted fromME~iYL HI_{N-D•A "?e% DNA by ethanol: placing a

04 rsample of the solid DNA-MG
compound into 100 per cent
ethanol did not decolorize, 1 2 3 it upon prolonged exposure.TIME. (houts)

tO(JU I', 4 |;ffret or ethimnol tn the Methyl Oreelt-D)NA complex.
Time cour.", ror the rcleitne of M ilhyl (areen from its complex with The forces that
D)NA were InlLioLured m difTerent volume percent% ar ethanol; for 71%. bind MG to DNA are prodo- .
nlcohol the extrpolitlon It) .cro tliic or lie lincar rt, t r electrostatic
leuxe kinetic% 1 .,ho ., C'oncnlrdtionc: Ior, pp./ti ot Mo |)NA conn-
pICK. at concen rations from 10"3

to 5 xlO- displaces MG from
DNA at rates and to endpoints shown in Pig. 5. in contrast, urea at
6 M (having a p!l of 7.2) displaces only 38 per cent of MG from DNA,
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Ursa in known to break non-
polar bands. The bimodality

100 0.05M MOof the curve in Fig. 5 re-
90 M 0DIM yeal. that Nu90 per cent of

001M )%. Are displaced by a pro-
so 0,00M Coss whose endpoints are

strongly dependent upon the i
rate constant of the die-

0D I 0 0 5L CE1N 0p M O 
m on t r e a c t i o n w h i l e a t

80 OI Mg + concentrations of30 FROM DNA BY'ION p.0- M, the displacement
OOMAND UREA

40 * UREA of the remaining Mrs is much
30- IMloeg dependent upon the ist

order rate constants. Appa-90 rently, the binding of MG
10 to DNA is bimodal, invol-

'v~ng perhaps binding to
0. both strands of the double

0 01 a2 0.3 0.4 05 CA 0? helix across the minor
FIRST-ORDER RATE CONSTANT (HR") groove so Weil &as binding

PIRCURN 5: Dliplacemnent of MG from DNA by mlnesium Ions and to individual strands.* Bin-urea, MS24-and urea war@ used at the concontrations Indicated In the ding to single strands is,dinoraml 8 X t0-1 M MO was considered bound to 2,43 X( 10-4 M ideidctdb hDNtA phosphorus present. ideidctdb h

of ~X74 (.O),reactivity of MG with the

The electrostatic nature of the interaction of MG with DNA
is also illustrated by the effsect of the dye on the thermal denature-
tion profile C!"melting curve") of DMA, Pis. 6. MG, acting as a coun-
tenion to the DNA phosphates, shifts this profile to higher temperatu-

rn(&T a rv2 o h tihoerccmlx.Crystal violet
wihd~f fers from MG only be the absence of a quarternary ammonium

nitrogen has no significant effect on the thermal denaturation of DNA
(Fig. 6). Evidently, the quarternary amino group of MG is prominently
involved in the binding of the dye to DNA.

IV. KINETICS OF DISPLACEKENT OF MG BY DRUGS

Before undertaking the survey of the displacement of MG; from
DNA by drugs, it was necessary to study the kinetics of the displace-
ment reaction. The test compound was the antimalarial quinacrine
(Fig. 7). This drug binds to DNA by intercalation (17) with a stoichi-
ometry of one quinacrine moleculev-cule per two base pairs (18). Inter-
calation unwinds the double helix and causes drastic changes in Lhe
molecular architecture of the B-conformation of DNA, foremost a doub-
ling of the intervals between the base pairs at the intercalation
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CH,

40 CHAO

30 Fig. 7. Quinacrine

/ tsites. This may distort
3 the binding sites for MG.
so•t Also: the pKl (of the ter-

+MG tiary aliphatic amino
e! group, Fig, 7) is 'v10 and

the pK2 (of the ring-sub-/i stituted secondary amino
/ group, Fig. 7) is d8.

/, Hence, quinacrine exists at
0. physiological pH as a d -

"cation and may, like MG"
30 40 0 10 0 90 (Fig. 5), displace MG from

"",dUI•. 6: Thermal donaturetion or 30 gg/ml of calf thymus DNAIn DNA by ionic competition.
the proeence or Methyl Oreen or CryOt" VIoIlL and in their absence,
Increases In absorbanceg at 260 nm were calculuted with ropectn o intercalation, one quina-
IDNAA absorbency ut room tomperature, Concontrutlons of MO and
€v, ,1.5X ' t0-1 U. crine molecule is bound per

3 nucleotides by electro-
• • static attraction to the periphery of the double helix (18).

Fig. 8 shows that at a molar ratio of free quinacrine/DNA-
bound MG of 5, the displacement reaction is of first order with time,
while at a ratio of 1.25 it is of second order. At a "standard" molar
ratio of 2.5, the reaction is of first order for the initial 2 hr. of
the displacement reaction and then changes to second order kinetics.

These observations can be explained stoichiometrically. Bin-
ding of MG to DNA occurs with 0.077 dye molecules per nucleotide,
while quinacrine binds to the extent of 0.58 molecules per nucleotide.
Since 7.5 more quinacrine binds to DNA than the number of MG molecules
which it displaces, it follows that with initially low or critically de-
creasing concentrations of free quinacrine, these concentrations be-
come one of the rate-limiting factors of the displacement reaction,
the other being the concentrations of remaining bound MG. For the
screening method reported hero, the molar ratio of free drugs to DNA-
bound MG was standardized at 2.65 Which effords a 3 hr period for de-
termining the first order rate constant of the displacement reaction.
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The "absolute andpo.Lnt" of MG displacement is determined
After keeping the renction mixtures in the dark for one or two days,
ascortaining periodieally that no more MG is, displaced from DNA.

The first order rate constant of the decolorization of free
MG is 0.65 x hr" and has not beer, attained In any displacement by
drugs. Hence, the rearrangement of liberated MG is ivnt a rate-limiting
factoL in displacement analysis and all measured displacemen. *rttes+

are characteristics of the drugs studied.

V. DISPLACEMENT OF METHYL GREEN FROM DNA BY DRUGS

Results of displacement analyses of MG from DNA by drugs are
summarized in Fig, 9. The bimodal correlation between first order re-

action constants and absolute endpoints of displacement can be virtu-
ally superimposed on the same correlation (Fig. 51, resulting from the
displacement of MG by graded concentrations of Mg 4. As in Fig. 5,there
is an inflection point at u90 per cent displacement. Up to this value,
end points are strongly dependent upon the rate constants of the dis-
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placement reactions,

100 E while for the displacement
DM0Pro u - of the remaining 10 per

MAA , A NK2 of MG, the dependence is
so less marked. The bimodali-
70 HOE ty of displacement again

C 0 sugtgests the existence ofj60 DIDA two discrete binding modes50 PROM ACA MY DNA- of MG to DNA in addition
A 40 BINDING SUBSTANCES to differences in the abi-

•o e./WI2•4•-'lities 
of the tested com-

sI3 pounds to interfere with
m0' WRISIO23moe

P, O b• I 0z 
th e se m a d e % e ith e r b y i on ic

a wrF competition or by structu-
IWR1•,2254 ral distortion of the B-

0 _ W. ..33 0S3 .. configuration of DNA
0 01 O0. 0.3 04 0.5 06 0?

FIRST-ORDER RATE CONSTANT (HR "') The most active
lIIoIIt 9 DiNpl €cenient or MC 'rum l DNA by drugs lnd dy4e , ITho.
placing compoundmi propidlum Iodide (PI), qulnucrina (Qui), illerone displacing drugs in the
(TI), lthidIum broilide (F.H), d aururmycin (Dau), Nitroakridin 3582 upper branch of the curve
(NA), diNlumycin A (DMC, profluvine (Prof), nittoIkrldin 2 (NK 2), (Fig. 9) are the strong
Ilhochot 332518 (IOr .), chhrroquine (CQ), Irohdiamine (IDA), aelIno.
mycin D (AW), Acridine Oraniag (AO), berberine (HB), sIde chain of and staichiometric inter-
qulnucrinne And ch hrroqulne (KC), quinine (QI), pr lnequlne (PQ), wir. calators, propid ium iod ide

Iforls (WI:), . .(2.pipt rldyl).3,E' .hI,(trlfluot ~thyI).9.phel n- quinacrine, tilorune, eth-
threiiel iethim1ol hydrochloride (WR 122455), 6-•relhoxy-.(4. ntilno.
I .m e t h y lb u ty Ih~m l n o ) le P l d e .4 H I (. 2 C.'; HIHI,UII ( W k I1 1 0 2 3 ) , 6 . i d i u m b r o m i d e , d a u n o m y c i n.
mithoxy-K*-(4-*unrlno-u-*Iit hylbitylhimlno)qulnaldine dlhydrochlorlde two nitroacridines, pro-
(WR lN22 ,34), mnd u -(dI.n-heplylnmlnrehyl).WbroI •.o.phCm . flavine, and miracil 1).
thr ielar thiiiol hydrochloride (W R 03.3063); the dIsplu heligi Lli-.

pounds were Uso.d iIt it concentrull on of I X I0-' A t,: 1,N X I)"' ' M The non - in ter ca la ting
M(J wits 6onnidereud hbroud Io 2.45 x 10-4 Al DNA phosphorus antibiotic, distamycin A,

fi.it•orw t I-C1 fighlt 1111th , Mirilull 1) (MD) i n -l d or-,ltl•.yL 
h c i d ~ N s u o

'hylnmlrrr)mmcr dirie were mmed it i it t Loriventtlion of'.5 X 10I Al I' K wh c b d
" 10 1 At M M(; wIIs L .l•o kd rre ndbou nd to 2.45 X I0-3 4/ I)N A phhrN. i r r ev e r s ib l y (1 9 ) is a l s o

phorrs pre•tri ,; Ill-cm lighr pll)h, found in this part of the
diagram.

The left branch of the curve lists some nou-intercalnting
substances such as Hoechst 33258, or the aliphatic side chain of quina-
crine (and chloroquino) as well as those intercalative agents which
bind more weakly to DNA [chloroquine, primaquine (17)] or bind with alower stoichiometry, owing to steric hindrance (actinomycin 1, berbe-rise, quinine, irhediamine),

The phenanthrene derivative WR 122 455 will on structural
grounds, be able to intercalate Into DNA, but it lacks a ring niltrogen
or a substituted amino group for ulectrustat ic attract Ion to DINA phisH-
phates; the 2-piperidyl substituent is weakly basic (pK 2.8) and [4

not coplanar with the phlenanlhrene ring. intercalation, therefure,
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will be relatively weak, owing to lack of electrostatic anchoring and
possible steric hindrance. This should be compared to the strong bin-
ding of propidium iodide and ethidium bromide which are phenanthridi-
nee. Deletion of the two amino groups from ethidium is known to de-
crease the DNA binding con itant by factors of 10 to 20.

WR 181. 023 is a structural analog of primaquine. Fig. 9
shows that the MG displacement parameters are similar to those of pri-I i
maquine. Both compounds have a low pK2 Of the 8-amino group and, hen-
ce, will exist at physiological pH as monoprotonated cations which
anchor poorly to DNA. The pK 2 of primaquine is 3.1.

The nature of the low endpoints of MG displa~emtents (<10
per cant) by warfarin and by the experiment~al substanc.es 1W 182 234
and WR 033 063 is not well understoo.d. Warfarin has failed all other
tests for Interaction with DNA. For practical purposes, .tndpoints of
<10 per cent MG displacement and rat~es cloaq to 0 should be regarded
as non-significant.

VI. CORRELATION OF MG DISPLACEMENT DATA WITH BIOLOGICAL ACTIVITIES

A study uf the ability of DNA intercalatora to eliminate
drug-resistance genes from the R-plasmid RI (in Salmonella typhimuri-
um) has yielded activities against the kanamycin resistance gene (3)
that are directly proportional to the MG displacements of thle active
drugs, screened by the mechod reported hiere. This is documented in
Fig. 10 (10).

The re~sults of Fig. 10 are .7
explained by the fact that intercalati-

on binding into plasmid DNA blacks se-I
lectively the replication of this DNA
so that in growing bacterial cultures

El plasmid+ cells are cont inuouuly being
E8diluted by the plasmid- progeny (4).

90 *Q u The a hility of selected in-

D P1 tercalants to facilitate the disaamem-
bly of ribosomes in vitro has been inca-

*~ C1 co sured in terms of the relative rates
11, of w 1eerlaiertsu this process (20) . The diagram, FigI

20 ~function of thle absolUte endpuints of
40 0 C 00 MG displacement (20) . Thle curve. exhi-

ENDPOINT % MG DISPLACED) bits the same biniodality aa Lhatshown'

Fig. 10 in Fi~gs. 5 and 9, isuggesting that: thle
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effects on ribosomes are
caused by drug interactions

"180SME DSAUEBLYwith double-stranded runs of
4.0- VhES MG DISPASCEMBL ribosomal RNA (20).

s~c £8By a different-
ly designed method it wanI'PROF, found for a series of planar

go0 a IACLIO phthalanilideu i...at concen-
09 *AD ZA" MO . trationa that displaced 25

I',.- -- o ~ * e eto -bound MG0

0 to 40 0 so 100 were diriuctly proportional
INPN 0% MG 40 I0SPLACE 0 to antibacterial concantra-

WU~. ivec o tstcop0ITunion isPLAekblyo iooe tions of tha same compounds
riuR 1~f~.t r oue~ponci n ~au~rnI~ofrio~ivq(21)., This has been the

~wou~f tt id., 1972) as a runctilm ormt ¶chy'I Green displaclog endfiscotbuonoa
rmints.fiscotiuinfa

form of MG displacement ana-
lysis to a program in experimental chemotherapy.

A comparison of arbitrary endpoint. (at 18 hro) of MG dis-
placements by graded concentrations of proflavine, actinomycin D, and
anthramycin has shown anthramycin to be the leasnt active compound,
although it was an effective inhibitor of DNA and RNA (but not pro-
tein) biosyntheses (22). Anthramycin binds to DNA slowly without in-
tercalation (23).

Semi-quantitative estimation of MG displacement bas been
used to select 19 substituted N-heterocyclic compounds as potiential
immunosuppressive agents in the graft vs. host rei~tion that results
from the development of cellular iimmunity (24). Seven of theme p.re-
selected compounds, i.e. 37 per cent, showed significant imnunosup-
ptessive activity (24). Since they were tested at different concen-
trations, the numerical results do not lend themselves to regression
analysis. It is noteworthy, however, that a MG displacement pre-

screen predicted correctly pharmacological activity of 37 per cent of

a sczreened population of compounds. L
After the pregent screening method had been applied to the

atudy of the binding of the antibiotic, distamycin A, to DNA (25),
the method was used to pilot the develonvent of distamycin congeners
with graded numbers of N-met~hylpyrrole rings in the molecule (26).
Increasing numbers of N-methylpyrrole constituents correlated with in-
creasing displacement of W, (26) and with increasing inhibitions of
the DNA polymerase reactions of Escherichia coli and of Rous sarcoma
virua (rev, in 27).
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Finally, MG displacement has been used to discover the pre-
sence of DNA-complexing compounds in crude fermentation mixtures of an

antibiotics search program. Aliquots of such unresolved mixtures
were added directly to solutions of the MG-DNA reagent, and several
DNA-binding antibiotics were isolated from those mixtures which had
displaced MG from DNA (28).

VII. DISCUSSION AND SUMMARY

The principal result, reported in this article, is that
spectrophotometric analysis of the displacement of MG from its com-
plex with double-stranded DNA by DNA-binding clinical and experimental
drugs yields reaction rates and absolute endpoints which are correla-
ted to biochemical and chemotherapeutic acti~ities of the tested com-
pounds, when these activities are caused by DNA template toxicity.
Tables 1 and 3 document that this mechanism of action is prevalent
among antiparasitic and antizancer drugs.

Structural rules for the design or the recognition of inter-
calating DNA complexers are well developed (5) but MG displacement
analysis yields numerical indications of relative affinities and/or
stoichiometries of DNA binding, as discussed in Section V.

Structural rules for peripheral (i.e. non-intercalative)
binding to DNA are not so well developed, and MG displacement can
serve as a facile indication that such binding occurs (25).

Finally, the ability of fermentation beers from antibiotics
search programs to displace MG will signal the presence of DNA-bin-
ding compounds of completely unknown structures and facilitate their
isolation (28).

Structural variation of DNA binding drugs can be piloted by
MG displacement analysis (21, 26) in the expectation that enhanced
MG displacement will signal enhanced chemotherapeiutic act.vity.
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ON THE USE OF ACTIVE HIGHER PARMONIC BLADE
PITCH CONTROL FOR HELICOPTER VIBRATION

REDUCTION
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UNITED STATES ARMY RESEARCH AND TECHNOLOGY LABORATORIES

(AVRADCOM)
NASA LANGLEY RESEARCH CENTER

'HAMPTON, VIRGINIA 23665

Vibration levels have been a problem in helicopters since
theit inception. The reason for this lies in the method whereby the
helicopter generates its lift, namely, the rotor system. As the
rotor blades rotate they encounter a continuously changinr serodynamic
environment which results in a continuously changing env,'w.,ent which
results in a continuously changing aerodynamic loading on Lne blades.
This changing environment is repeated on each revolution of the
rotor. Hence, the rotor develops aerodynamic loads which are oscilla-
tory in nature. These oscillatory loads are transferred directly to
the helicopter airframe through the mechanical connection of the
rotor to the airframe, i.e., the rotor-shaft/transmission attachment.
Oscillatory loads are also transmitted to the airframe by impingement
of the rotor wake in the upper portion of the airifame, but the
mechanically transferred loads are in most cases much more significant
than thq aerodynamically trunsferred loads.

Because of the symmetrical placement of blades in a rotor,
the oscillatory loads felt by the airframe occur at frequencies
which are multiples of the number of blades times the rotational
frequency of the rotor. For example, if 5 is the rotational speed
for a four-bladed rotor, the oscillatory loads would occur at
freque:ocies of 4Q, 89, 12Q, etc. Conventionally, these frequencies
are denoted as 4P, 8P, 12P, etc. The oscillatory loads which occur
at the first harmonic of the blade passage frequency, i.e., 4? for
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a four bladed rotor, are the loads of primary concern in any

helicopter vibration reduction program. The reason for this is that
these loads are generally significantly higher than the higher
frequency loads, and as a result tend to mask the influence of the
higher frequency loads. There have been cases reported, however,
where the higher frequency loads became more significant when the
first harmonic loads ware reduced, e.g., reference 1.

Past efforts to reduce the vibration levels in helicopters
have employed methods such as airframe tuning to avoid resonance of
the structural frequencies with the frequencies of the oscillatory
loads (ref. 2) and application of vibration control devices such as
tuned vibration absorbers (ref. 3, 4), and vibration isolators
(ref. 5). These approaches have been successful in the sense that
the vibration levels on current generation helicopters are about
one-half the levels which were achievable on previous generation
machines. These lowered vibration levels are a result of a
considerable amount of dedicated research and trial and error
development of vibration control devices conducted primarily by the
helicopter industry.

The vibration control devices, while successful in
reducing vibration levels, add a significant amount of weight to the
aircraft, The weight penalty on current helicopters which can'be
attributed directly to vibration control devices amounts to about
two percent of the aircraft gross weight. Although this is the
generally accepted industry method of presenting the weight penalty,
it is more significant from a user point of view to note that this
weight penalty amounts to about fifteen percent of the aircraft
payload. Thus, if vibration reduction can be achieved at lower
weight penalties, significant increases in the aircraft useful
payload can result.

It is the purpose of this paper to discuss an approach to
vibration control different from the vibration control devices
mentioned above, which depend to a large degree on the addition of
mass for their effectiveness. This approach, which will be referred
to as higher harmonic control (HHC), is aimed at altering the
aerodynamic loads on the rotor before they are transferred to the
airframe. This is in contrast to the vibration control devices
discussed earlier which attempt to deal with the oscillatory loads
after they have been generated. Higher harmonic control, as will be
discussed later, is a method whereby the aerodynamic loading on the
blade is tailored in such a way that the vibratory loads transferred
to the airframe are minimized. Preliminary design studies by Hughes
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Helicopters (ref. 6) have indicated that weight penalties on the
order of 0.5 percent of gross weight are achievable with the higher
harmonic control concept.

SYMBOLSI J Magnitude of optimal control penalty function

T Transfer matrix relating higher harmonic inputs to
vibratory responses

W Z Matrix of response weights

We Matrix of control weights

Z Column of vibratory responses

Z Colum of baseline vibratory responses (without higher
o harmonic control)

O Column of higher harmonic inputs

Superscripts

T Transpose of a matrix

Estimated value from Kalman filter

Optimum higher harmonic inputs

HIGHER HARMONIC CONTROL CONCEPT

Higher harmonic control is achieved by superimposing
non-rotating swashplate motions at the blade passage frequency
(4P for a 4 bladed rotor) upon the basic collective and cyclic
flight control inputs. The frequency of the inputs is picked at the
blade passage frequency because this is the frequency of the loads
which are to be suppressed. The amplitude and phase of the higher
harmonic inputs are chosen so as to achieve minimization of the
responses being controlled.

This approach to control vibratory loads has been the
subject of a number of recent wind tunnel investigations, e.g.,
references 7, 8, and 9. These investigations, which were each
conducted on significantly different types of rotor systems, all
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showed that higher harmonic control waw successful in reducing the
vibratory loads transmitted by the rotor to the airframe. These
tests further indicated that the amplitude of higher harmonic blade
pitch inputs required to achieve the desired reductions was small;
on the order of one degree for the conventional helicopter flight
envelope.

The primary parameters which determine the success of the
higher harmonic inputs in reducing the vibratory loads are the
amplitudes and phases of the various inputs. In the Aeferences 7, 8,
and 9 thrie inputs were determined through trial and error testiug.I.hfi trial and error approach is satisfactory if one is using a
single input to control a single response. However, when three
controls are used to control one or more responses, then the number
of possible combinations of inputs becomes too numerous for the trial
and error approach to be successful. Furthermore, if the higher
harmonic control technique is to be applied to production helicopters
then some systematic means must be available to determine,
automatically, the required inputs. The means for automatically
determining the higher harmonic inputs constitutes a closed loop
active control system.

Active Control System

The active control system to be discussed here is the
approach which has been taken at the Structures Laboratory, U.S.
Army Research and Technology Laboratories (AVRADCOM). Other
researchers in the field, notably the Boeing Vertol researchers
(reference 8) are pursuing somewhat different approaches. A
schematic of the active control system employed in obtaining the
results reported herein is shown in figure 1.

In this case a four-bladed rotor wind tunnel model (to be
discussed later) was used and the 4P higher harmonic inputs were
used to control the 4P vibratory responses in vertical force,
pitching moment, and rolling moment. In figure 1, the vibratory
responses from the model (containing all the harmonics) are input
to an electronic control unit (ECU). The ECU actually performs two
-separate functions, the first of which is to extract from the total
vibratory response signals the amplitude and phase ef the 41'
contribution, since it iý this contribution which Is to be minimized.
The ECII contains an analog implementation of a demodulation scheme
which provides the sine and cosine components (from which tHip
amplitude and phase may be determined) of the 4P responsies in real
time.
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The sine and cosine components of the 4P responses are
passed from the ECU to a digital computer which contains the soft- a
ware for the control algorithms. The nature of the control
algorithms will be discussed in a subsequent section. The control
software makes use of the measured responses to previous 4P higher
harmonic inputs to determine the "optimum" higher harmonic inputs.

farmomi thecoputeas todtriet hotmmichhaer passdmoni thenEut.
The sine and cosine components of these "optimum" inputs are output
from the computer as d.c. voltages which are passed to the ECU. The
ECU then performs its second function wh~ich is to convert the dc.
voltages from the computer to 4P oscillatory analog signals having
the correct amplitude and phase to drive the control system servos.
The model then responds to these inputs and the control loop begins
again.

The iP and 64P signals shown on figure 1 are timing signals
used by the ECU in extracting the 4P components of the responses.

Control Algorithms

The control algorithms employed in the program make use of
digital optimal control theory (ref. I0). In implementing the
theory, it is assumed that the 4P system response may be described
by the following equations

{zl - 1z } + Pr] {e) (1)

Note that these equations constitue a static linear
representation. The equations state that the system 4P response is
made up of a baseline response plus a response which is related to
the 4P inputs by a transfer matrix. Thus, if the number of responses
is the same as the number of inputs and if the baseline responses
and transfer matrix are known, then a set of 4P inputs could be
found which would null the 4P responses.

The first portion of the control strategy is thus to
determine the baseline response and the transfer matrix. Since It Is
undesirable to turn the control system off to measure the baseline
response, and since information about the system is available from
past IIHC inputs and the resulting responses, an identification
algorithm is used to determine Z and T. The identification
algorithm used is the Kalman filler (ref. 11). This algorithm may
be thought of as a generalized form of a least-squares algorithm,
which accounts for the fact that the measured responses may be
contaminated by noise and the transfer matrix may he changing with|
tine.
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Once the baseline responses and the transfer matrix are
known, the "optimum" outputs are determined as those inputs which
will minimize the performance index

J N ZTWz Z + o w 6 (2)

If it is assumed that the transfer matrix is known without error, then
the inputs which minimize the above performance index are given by

e* - ' wz A w-i wz )

Note from equation (3) that if the response weighting matrix, WZ, is

the identity matrix and the control weighting matrix, W., is zero,

then the result from equation (3) is the same as solving equation (1)
directly for the inputs which will give zero responses. The weighting
matrix on the responses allows one to place more emphasis on reduction
of some of the responses than others. The control weightingo allow
one to limit the amplitude of controls allowed.

The Kalman filter used in estimating the baseline responses
and transfer matrix is a recursive algorithm and thus each new
measurement of the responses leads to an updated estimate of the
baseline responses and transfer matrix. With each update of these
parameters, updated "optimum" inputs are calculated and applied to
the rotor control system, and the cycle begins again. This control
system is adaptive in that the estimates of the parameters used in
the model, equation (1), are continuously updated and the updated
parameter estimates are used to determine the optimal inputs.

The control algorithms are executed very quickly by the
computer and permit updating the optimAl control solution every
revolution of the rotor. The algorithms would actually permit more
rapid updating of the solutions, but it is felt that once-per-
revolution updating is sufficient to accommodate the most rapid
changes in flight conditions which might be experienced by a
helicopter. t

DESCRIPTION OF MODRl', AND TESTS',

The basic wind tunnel model usea in this investigation was
the Structures Laboratory Aeroelastic Rotor Experimentnl System (ARES)
shown in figure 2. This model is the successor to the mod~el demcrlbhod
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in reference 12, and it is used for aeroelastie investigations of
model scale rotor systems. These investigations are conducted in
the Langley Transonic Dynamics Tunnel (TDT).

The TDT is a continuous-flow tunnel with a slotted test
section and is capable of operation over a Mach number range up to
1.20 at stagnation pressures from .01 to I atmosphere. The tunnel
test section is 4.9 m square with cropped corners and has a cross

2
sectional area of 23 m2. Either air or Freon-12 may be used as a

test medium in the TDT. For this investigation, Freon-12 at a

nominal density of 3.09 Kg/mi was used as a test medium. The
advantages of using Freon-12 as a test medium for aeroelastic model
testing have been discussed in references 13 and 14.

The ARES is powered by a 35 kw variable frequency synchron-
ous electric motor connected to the rotor shaft through a belt-
driven, two-stage reduction system. The model pitch attitude is
changed using a remotely controlled hydraulic actuator and electric
servo system. The rotor control system Is a conventional swashplate
system which is remotely controlled thzough the use of three elec-
tronic servos and hydraulic actuators. The high frequency response
characteristics of this control system are necessary for the higher
harmonic inputs.

Instrumentation provisionn on the ARES allow continuous
measurement of model control settings, rotor forces and moments,
blade loads, and pitch link loads. Model pitch attitude is measured
by an accelerometer, and rotor control positions are measured by
linear potentiometers connected to Lhe swashplate, Rotor blade
flapping and lagging are measured b,' rotary potentinnoct'rs mounted
on the rotor huh and geared to the blade cuff. The rotating blade
data are transferred to the fixed system through a 60-ohannel,
horizontal disk s1tp-rtng assembly. Rotor forces and moments are
measured by using a six-component strain-gage halun('o mounted below
the drive system. The bilance Iq fixed with respect to the rotor
shaft and piltchue with the fuselage. l-uselage forces tind( moments
are not sensed by the balance.

The vi bratorv forces and moments tised as rtso)t)nHe Inputs ,I1t

to the highor harmonic control algorithms were tti'kon from the
balance. 'lrhlf meana that. tlhe niient responses uLHL'd bV t'hle control
;I.gorlthms were nmdde up of the i,,tor huh momnents pl.iHs the rotor
inplane shears t.lmes the of fset distance hetween tiv rotor huLh and
the balatncu center. ThIS Off',t dHstm('Ve wOR '1.4/4 V11.

I'4
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The rotor system used in this investigetion wa8 a four-
bladed articulared rotor system. The blades were dynamically scaled
to be representative of a current generation rotor system. The
blades had swept tips consistent with their full-scale counterpart,
but the swept tips were not significant with respect to the higher
harmonic control program.

The rotor was tested over a range of advance ratios (tunnel
speed/rotor tip speed) consistent with the full-scale flight envelope.
Because of tunnel limitations, advance ratios below .2 were not
possible. The rotor rotational speed was set so as to achieve a
full-scale tip Mach number. At each advance ratio the rotor was
trimmed to a condition which representad a 1-S flight condition for
the full-scale aircraft. Blade flapping was trimmed with respect
to the shaft.

DISCUSSTON OF RESULTS

The re&ults to be discussed in this section were obtained
using the closed loop active control aystem discussed earlier. In
obtaining these results, the model was trimmed at a given advance
ratio, and data were recorded to establish the vibratory responses
without higher harmonic control, The automatic control system was
then turned on and allowed to stabilize. With the cottroller still
on at its stabilized condition, data were recorded to establish the.
vibratory responses with higher harmonic control. The following
results present a comparison with and without higher harmonic control
of the vibratory responses, blade loads, and control loads.

The success of the higher harmonic control in reducing the
vibratory responses is shown in figures 3, 4, and 5, where the
variation of the responses with advance ratio are shown both with
and without higher harmonic control. PIgure 3 shows the variatIon
of the vibratory vertical force. As may be seen from this ftgur,,,
the higher harmonic control was quite ticcoesftl in reduc ing this
vibratory response. Reductions of from 70 to q) percent were obtained
over the range of advance ratios tested. Thi vibratory pitching
moment shown in figure 4 indicates reductions of from 33 to 63 percent
and the vibratory rolling moment shown in figure 5 Indicates toduc-
tions of from 0 to 46 percent.

The fact that the order of thte reductions whichi coul d he
obtained in the vibratory pitching and rl1.Jnog moments was mutch l,•Ics
than the reductions obtained in the vvrticval force Is a rcsul t for
which no explanat ion has been estahli ished. Mathenmatic; ily, since
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Figure 3. Variation of vibratory vertical force with advance ratio.
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three inputs were used to control three responses, it should have
been possible to drive each of the responses to near zero kalues.
A considerable amount of testing was done to explore this apparent K
anomaly, but a satisfactory explanation was not found during the
wind tunnel test program.

It should be pointed out that the results presented in
figures 3-5 were obtained by weighting the vertical force response
more heavily than the moment responses (equations (2), (3)). Numerous
combinations of the weightings were explored during the test, and it
was found that the weightings play a significant role in the levels
of vibration reduction which can be obtained. It was found, for
example, that with the proper combination of weights, the moments
could be reduced more than is shown in figures 4 and 5, but at the
expense of less rcduction in vertical force.

Efforts to understand why moment response reductions
greater than those shown in figures 4 and 5 could not be obtaincd
in conjunction with large reductions in vertical force response are
continuing. Indications are that the problem lies in the sensor
location, i.e., the moments being sensed by the balance contained
hub moment as well as hub shear contributions. Further tests are
being performed on the model in a hover facility to reconcile this
issue.

It is imperative when evaluating a system which appears
to promise high payoff for low investment, e.g., significant vibration
reduction with a low weight penalty, that all avenues of possible
side effects be explored. In the case of higher harmonic control,
since the concept is based on tailoring the blade aerodynamic loads
to achieve reductions in the vibratory responses, An examination of
the higher harmonic inputs is appropriate. The results to be
shown are from the same test points at an advance ratio of .3 as the
vibratory responses shown earlier. The results at other advance
ratios were similar.

The radial distribution of blade alternating flapwise
bending moment (½ peak-to-peak values) is shown in figure 6. Similar
distributions for the edgewise moment and torsion are shown in
figures 7 and 8, respectively. As may be seen, there is a small
reduction in the f]apwise bending moment, a significant increase in
the edgewise bending moment, and a moderage increase in the torsional
moment. With the exception of the edgewise moment, these results
are consistent with the open loop results obtained prevwously
(ref. 9).
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Figur0e 6. Radial distribution of blade alternating flapwise bending

moment (½1 peak-to-peak values) at an advance ratio of 0.3.
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Figure 7. Radial distrIbution of blade alternating edgewise' bending

momient (½peak-to-peak vnlues) at an advance ratio of 0.3.
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Figure 8. Radial distribution of blade alternating torsional moment
(½ peak-to-peak values) at an advance ratio of 0.3.
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The cause of the increase in the edgewise moments appears
to be associated with placement of the blade's natural frequencies
relative to the rotor harmonics. Figure 9 presents a harmonic
decomposition of the edgewise bending moment at 53 percent span. As
may be seen, there is a strong contribution at 6P without higher
harmonic control, and this contribution is aggravated when higher
harmonic control is applied. The strong contribution at 6P without
higher harmonic control is indicative of a blade natural frequency
near 6P. Excitation of this mode by the higher harmonic control
comes from the fact that 4P cyclic motion of the non-rotating swash-

plate results In 3P and 5P motions of blade pitch in the rotating
system, whereas 40 collective motion of the swashplate results in
4P blade pitch changes. Any impurity of the 3P blade pitch motions
could excite the 6P natural blade mode since it is a second harmonic
of the 3P input.

The indication from the edgewise moments is that if a
a new rotor is designed to incorporate higher harmonic control,
blade frequency placements subject to constraints imposed by the
higher harmonic control must be a design consideration. Further,
for flight testing of higher harmonic control on existing aircraft,
the blace loads must be carefully monitored to avoid any excessive
stresses, It should be noted that the edgewise loads with higher
harmonic control shown in figure 7 are well within the design load
envelope for these blades, but the fact that higher harmonic controlcan produce a significant increase in the loads must be recognized,
pirticularly in flight test programs.

Figure 10 presents the pitch link loads with and without
higher harmonic control as a function of advance ratio. As may be
seen, and as was expected, there is an increase in the control loads
when the higher harmonic control is applied. The source of the
increase may be attributed directly to the higher harmoric inputs
as may be seen from figure 11. This figure presents a harmonic
decomposition of the pitch link load at an advance ratio of .3. Note
that the increase in load with higher harmonic input occurs at
frequencies of 3P, 4P, and 5P which are the excitation frequencies
in the rotating system. These increases in control system loads are
consistent with previous findings (ref. 9) and the magnitude of the
increases have not caused nignificant concern among designers. Again,
however, these increases must be considered in any flight test
program.
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CONCLUDING REMARKS

Results have been presented from a wind tunnel test of a
dynamically-scaled helicopter rotor model in which an active control
system employing higher harmonic blade pitch was used for helicopter
vibration reduction. This test was the first time that an adaptive
control system imploying optimal control theory has been used for
this purpose. The test was successful in that the control algorithms
functioned flawlessly and significant reductions in vibratory
responses were achieved. An open issue remains, however, as to why
even greater reductions in the vibratory responses were not obtained.
Further testing is being conducted with the model to resolve this
question.

The test results indicate that higher harmonic control
can lead to increases in blade and control system loads. For the
model tested, increases were evident in the edgewise bending and
torsional moments, as well as the pitch link loads. Although the
increased loads were considerably below the design limits for the
-model tested, the fact that blade and control system loads can
increase must be considered in any flight test demonstration of the
higher harmonic control concept.

Further wind tunnel testing of the active control concept
presented in this paper will be conducted in August 1980. Prepara-
tions are also underway for a flight test demonstration of the wind-
tunnel-developed system. The flight tests will be conducted under
contract by Hughes Helicopters using an OH-6A helicopter early in
1981.
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DELIBERATE AIR POLLUTION: THE ART OF SMOKE SCREENING (U)
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INTRODUCTION

Smoke screening as a battlefield countermeasure is highly
dependent upon a number of atmospheric parameters, not a function of
munition expenditures alone. Consideration must be given to ambient
atmospheric conditions, forecasts, and the aptly named "fog of war"
and its affects upon the optical characteristics of the otmosphere.
Determination of the optimum smoke density to render the atmosphere
opaque to energy from the visible through the far infrared band of
the electromagnetic spectrum can be accomplished by an algorithm
based upon atmospheric optics and turbulent diffusion hypotheses.
The algorithm KWIK was initially conceived as a munitions
expenditures model but rendered versatile enough to be used for large
area screening and the "seeability" on a battlefield.

The philosophy behind the design and implementation of the
algorithm was to keep it simple by using conventional, well-proven
formulae and calculating variables within the program from regression
fits to easily obtained or measured atmospheric parameters. The
model was formatted in a modular sense such that as better experi-
mental results became available changes could be made with minimum
effort.

I'
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BACKGROUND

The decision to develop a multispectral obscuration model

immediately led to a straw man outline with secondary and tertiary
options for the structure of the algorithm to assure flexibility.
The advantages and disadvantages of atmospheric optic and diffusion
postulates that could be used were weighed against the meteorological
observations that would be available on a battlefield. A determina-
tion was made that eight available surface and sensible weather
observations wets basic to the development of a workable obscuration

scheme. As a consequence, the atmospheric optics model selected was
one proposed by Downs [1], being compatible with the required
meteorological date. The optics model was then complemented by a

diffusion approach advocated by Gifford [2]. The complementary
models require a methodology for classifying atmospheric stability.
The six category Pasquill (3] scheme was selected on the basis of
compatibility with the input parameters. The relationships between
the Pasquill categories and observational data and the eight meteoro-
logical inputs to the model are given in tables la. and lb.

TABLE la. RELATION OF PASQUILL CATEGORIES TO WEATHER CONDITIONS

A - Extremely unstable D - Neutral
B - Moderately unstable t - Slightly stable
C - Slightly unst&uble F - Moderately stable

Nighttime Conditions
Surface Thin Ovarceat

Windspeed Daytime Insolation or _L 4/8 < 3/8
(m/8) Strong Moderate Slight Cloudiness Cloudiness

< 2 A A-B B
2 A-B B C E F
4 B B-C 0 D E
6 C C-D D D D
6 C D D D D

I-6
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TABLE lb. METEOROLOGICAL INPUT PARAMETERS FOR STABILITY,
OPTICS, AND DIFFUSION CALCULATIONS

Ceiling height (feet) Temperature (degrees F)
Cloud cover (percent) Dew point (degrees F)
Visibility (miles) Wind direction (degrees)
Precipitation (yes or no) Windspeed (knots)

The Gaussian plume and puff hypothesis chosen to model

semicontinuous and quasi-instantaneous sources, uses longitudinal,
lateral, and vertical dispersion parameters that are stability
dependent and, in the case of vertical diffusion, a function of the
aerodynamic roughness of the earth's surface. The dispersion
parameters are calculated using power laws attributed to Pasquill
[3'1. Aerodynamic roughness Is evaluated using the approach of Kung
(41, based upon the height of the roughness elements, i.e., trees,
bushes, grasses, etc.

The straw man approach highlighted additional factors that
would influence obscuration on the battlefield including (I) relative
humidity effects upon the hygroscopic characteristics of the smoke
aerosols, (2) the need for optimum impact separations of artillery-
delivered smoke projectiles, (3) rate of fire calculations for effi-
cient dissemination of chemical smokes, and (4) munition expenditure
estimates used for planning future operations.

THE FOG OF WAR

The visual range in the atmosphere is directly affected by
natural aerosol concentrations and particle size distributions occur-
ring over any optical path. Visibility may be reduced by dry haze,
wet or relative humidity haze, fog, or air pollution. Battlefield
visibility can be compromised by the additive effects of the fog of
war, i.e., pollution induced by deliberate smoke screening, dust
thrown up by the mass movement of heavy vehicles and intense
artillery barrages, or smokes from burning vehicles. The reduction
of visibility by natural aerosols plus the fog of war had a direct
effect upon countermeasure obscuration used to deny target acquisi-
t ion.

Battlefield pollution coupled with the liquid water content
of the ntmosphere control the aerosol scattering and water vapor
absorption of visible lipht and infrared radiation in the

167

,________ [



HANSEN, PENA & UMSTEA~D

atmosphere. The attenuation of an optical path by scattering and
absorption results in a higher threshold level of detection. The net -|4
effect is a need for less smoke to render an optical path opaque.
The KWIK algorithm was designed to take these phenomena into account,
i.e., aerosol mass concentrations with respect to battlefield
visiblity and attenuation by water vapor as a function of relative
humidity.

The inclusion of visibility in the determination of extinc-
tion coefficients for finite optical paths is a major factor in the
reduction of munitions expenditures necessary to establish and main-
tain obscuring screens on a battlefield. Conversely, as discussed
below, the KWIK algorithm, with some modifications, can be used to
estimate the degradation of visibility by the products of a dirty
battlefield.

SMOKE SCREENING AND OBSCURATION

Countermeasure obscuration may be considered from two view-
points, the first being the attenuation of near horizontal optical
paths where the ctosswind integrated concentration of smokes such as
white phosphorous or zinc chloride is of prime importance. The
second is large area screening whereby detection of ground targets by
aitbone observers or remotely piloted vehicles is denied. Here the
vertical or slant path integrated concentration is the prime
parameter. The determination of the horizontal or vertical
integrated concentrations necessary to obscure an optical path to the
threshold level is almost wholly dependent upon the basic optical
calculations. The optics portion of KWIK is adapted from an approach
to atmospheric transmission suggested by Downs [11. Transmittance of
light at various wavelengths through a path is determined by calcu-
lating the attenuation due to absorption by water vapor, scattering
by haze or fog, and precipitation. When the attenuation due to atmo-
spheric conditions is known, the attenuation due to smoke that is
required to lower tansmittance to a threshold contrast can be
computed.

Absorption is attributable to the amount of precipitable
water in a path, assuming the water vapor concentration in the atmo-
sphere is well behaved and exhibits a scale height of about 2 km.
The water vapor concentration expressed in centimeters per kilometer

of path length may then be given as:

W W woe-(L @in 0)/2 (1)
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-#here W is the precipitable water along a path [ and e is the angle
between the horizontal and the height of a target above or below an

S observer. W is computed from a regression equation relating
precipitable water and dew point temperature (Td)1

Wo- 0.4477 + o.0 3 2 8 Td + 1.2(10) 3 Td + .84(10)-5 2d (2)

Equation (2) was fit to daca extracte'. from Downs (1] and is
considered valid for any meteorological condition.

The amount of water vapor in the path, W, Is given by:

L -(L sin e)/?d 
(3

Transmission through the absorbing compot.ant of tho atmo-
sphere is calculated by using an error function absorption law devel-
oped by Elsaissir [5]

Te er( (s) , (4)

er (z•r1 dz, 5

where z = 0.5 3 0 1 and 0 is the error function absorption
coefficient as H function of wavelength.

Downs [11 states that the Elasauser approach is unable to
correctly address long wavelengths and suggests using an approach
described by i;inher (61 for the far infrared wavelengths, with the
computation of transmission due to absu:ptiun by water vapor given
by:

T - e"0.0681W (6)

Reduction in transmittance due to attenuatiun by have and
fog can he calculated by using Mie theory. Downs [1) indicates that
the Mie scattering coefficient decreases with altitude such that It.
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behavior can only be estlimated. The following expressions for
(Mie scattering coefficient) are, at best, an approximation to the

behavior of the a versus altitude relationship

. f-L min 8/4.1. VRŽ>(•) (7)

IM I Oh fL sin GIn (Ol/tihf) " VR <C(G) , 0 <L sin e <_1 km

2 0.128e0-1 sin 0/4.1 1 VR < G(%) , 1 km LL sin 8 < -

am W m (OM) '(8)

where Ohf in the extinction coefficient determined from a linear
regression as a function of visibility and wavelength, based upon
Downs' evaluation. VR is visibility, and G(k) is the scale height of
014. G(h) is not constant; rather it is a function of altitude, visi-
bility, and wavelength. Transmission along a path with attenuation
Scan be determined by the equation

T e" fL aM(L) dLT M (9)
0

after substituting a value for OM according to equations (7) and
(8). If precipitation Is indicated (by input parameter), then the
value for transmittance in equation (8) is set to one and a calcula-
tion is made for attenuation by precipitation instead.

Reduced transmittance owing to attenuation by precipitation
can be obtained from

L
T f Wr(L) dL (10)

where L is the path length and a. is an attenuation coefficient

determined from a regression equation as a function of visibility and
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wavelength. The total transmittance along an optical path is the
product of the partial transmittances

Ttotal - TaThfTPTe , (p1)

where

Ta a Transmittance due to attenuation by absorption

Thf - Transmittance due to attenuation by haze and fog

Tp = Transmittance due to attenuation by precipitation

To - Transmittance due to attenuation by smoke

Ta is then calculated from equation (11), and the desired threshold
contrast of transmittance for a particular wavelength can be deter-
mined from:

Tic.

r Th T (12)

where Tt 0 , the threshold contrast, is based upon the Koschmieder [7]
theory but set equal to 0.10 for visible wavelengths and 0.05 for
infrared.

The approach used to determine thL line of sight integrated
concentration, CL, of the smoke screen necessary to attenuate an
optical path to a threshold level is based on the transmittance of
equation (12) as a function of CL. The CL-value necessary to
attenuate an optical path to deny target acquisiticn may be
determined from the Bouguer-Beer law written as

I -tiC",'sI' =- e (I 3)
Ts e

0

where I is the illiminance at a target, IT is the illuminance at the
light source, a the extinction coefficient, and T. the reciprocal of
attenuation. RenrranginA and solving equation (1J) yields

lit Ts :
CL lu-- (1.4)

where CL in the minimum Integrated smoke concentration.
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Equation (14) is applicable to both visible and infrared
wavelengths, if values of a are known. Listed in table 2 are average
extinction coefficients for the two screening chemical smokes consid-
ered by the KWIK algorithm, i.e., bulk white phosphorous (WP) and
hexachloroethane (HC) (zinc chloride) for the indicated spectral
bands.

TABLE 2. EXTINCTION COEFFICIENTS FOR WHITE PHOSPHOROUS
AND HEXACHLOROETHANE GENERATED SMOKES

I "_t

Spectral Wavelength 0, m
Band (rm) Zinc Chloride White Phosphorous

Visible 0.4 to 0.7 3.30 2.4.
Near IR 0.75 to 1.2 1.50 1.50
Mid IR 3 to 5 0.12 0.21
Far IR 8 to 14 0.05 0.28

The development of diffusion formulae for predicting the
obscuring power of chemical smokes starts with the assunption of an
instantaneous point source of material diffusing in three dimen-
sions. For a Gaussian distribution of diffusion taking place inde-
pendently in the three coordinate directions, the equation can he
stated as

'r•)- 3/2 0IXI1yIz) L o r d exp Fi- x -it 2 n(15)

S X y z 2L cx - t z

where X is concentration in g m-, 0 T the total release of material
in g9, ys z the Loordinate directions, V the mean windspeed in
m, as-, t is time , And ax) UP. az the dispersion parameters.

Integration of equation (15) yields the continuous source

equation for sources and receptors near the ground an

X = q ep2 + z 2] 6

--ek )22 (16)
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where Q is a time rate of release. If equation (16) is integrated,
the result Is the crosswind integrated concentration (CWIC) of the
plume

which is the basic form for estimating obscuration from sources
generated by the HC smoke mix. The vertical dispersion parameter at
is determined using the Pasquill [3] power law in the fcrm

- cxd(18)

The coefficient and index values will be discussed at the end of the
section.

Screening and obscuration are not restricted to the along
wind case of equation (16); consequently, a wind direction correction
factor must be considered for head, tail, and quartering wind condi-
tions. The correction factor may be derived from considerations
concerned with finite line sources, cumulative effects of multiple
sources, and discrete point line sources. The correction factor is
eliptical and given by

2 2•2 m n

2 2 2 2
h. sin 0 + n cos e

where m 3.71 and n 1 , the eliptical semi-axes, and 8 the angle
between the mean wind direction and the optical path.

The exponential term on the right hand side of equation
(17) is only partially sensitive to stability and downwind travel
distances associated with smoke screening. Consequently, numerical
evaluation for the six stability categories and along wind distances
of 50 to 150 m shows that exp[-l/2(z/at) 21 may be taken as constant
and set equal to 0.16.

The assumption can be made that the line of sight
integrated concentration CL of the screening aerosol calculated from C
equation (14) is equal to the value of XCWIC evaluated from equation
(17). This allows equation (17) to be rearranged, after substitution
of equation (19) and consideration of the ramificntions of equation
(19) and solved for the along wind travel distance x. Tncluded in
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the solution are the source efficiency term X and the relative humid- L
ity-related yield factor n, which serve to modify the source strength V
Q, Thus

--1 [o.73l Q (20)
C V CL

after combining all the constants. The integrated concentration
required for obscuration reaches a minimum at the distance x downwind
from the source. Accordingly, x is the calculated impact separation
of the smoke projectiles.

Obscuration calculations for quasi-inatantaneous sources,
i.e., as generated by bulk WP munitions requires that the integrated
concentration equation be written in the form

22

exp ---

where the dispersion parametes oxa and oz, are not to be confused

with those associated with a continuous source. The term T repre-
sents the height of the puff centroid above the surface. Owing to
the nature of the exponential on the right hand side of equation (21)
which requires knowledge of two downwind travel distances and three
heights for solution, the integrated concentrations were determined
for a unit downwind distance of 100 m.

Bulk WP is an exothermal smoke source, with only a fraction
of the total material available for screening. The major portion of
the phosphorous smoke is transported vertically in the thermal
plums. An analysis of available data yielded the efficiencies or
perceut of payload available shown in table 3. Also tabulated In
table 3 are numerical evaluations of the exponential term of equation
(21) for each stability category (K factors).

1!
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TABLE 3a EFFICIENCIES AND K FACTORS FOR BULK WHITE PHOSIHOROUS SMOKE
TMUNITIONS AS A FUNCTION OF PASQUILL STABILITY CATEGORY

Pasquili
Category K Factor Efficiency

A 0.4633 0.07
B 0.3631 0.10
C 0.2056 0.14
D 0.0647 0.28

E and F 0.0725 060.30

This allows equation (21) to be restated as

K 0 T22)

XCWIC = To a

Projectile impact separations can now be determined fzom

XCWIC
x loo 0 C (23)CL

where the constant is the unit screen length and CL Is calculatediIfrom equation (14).

Large areA screening can be treated by integration of equa-
tion (i.6) in the vertical yielding

2 Q [x 1 ~2 (24)
LY-

which is applicable to the use of fog otl generators. The rendering
opaqr,' of large areas such as air fields is dependent upon the inher-
ent and apparent contrAst between two ob.1o'ts on :he ground with
respect to the sky-gLound Latto And the threshold contradt of the
nbject. 1he prohlem ut vision looking dnwnward from aircraft has
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been discussed by Duntley [8] and Middleton [9]. Hiddleton suggests
that the threshold contrast over a slant

range R is given by

-iKr
- 0o [1 _(Bm. (I- exp 3.912 T/V.J (25)

where C is the inherent contrast, Bm/Bo the sky-ground ratio, and Vr

the visual range. Values of e so determined may be used in equation
(14) to evaluate slant range integrated concentrations.

Sherwood [10] found that XVIC'a of 0.33 g m" were necessary to
screen a large area from aerial observation.

The obvious use of equations (24) and (25) is the determi-
nation of the number and separation of oil fog generators required to
screen a large area. Equation (24) can be manipulated to yield the
separation distance Ys as

-2 ay ln ( (26)

y VicJ

and the number of generators N required by dividing the screen width
L by ys plus one, or

N -- + 1. (27)
g Ys

The dispersion coefficients ay, , a Xa, nnd a. are based

upon the Pasquill [3] power laws and given by

Gy axb (28)

z - cxd (29)

= + 0.74 ax (30)
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a + 0.667 cx (31.)

where a and ao are the initial dispersion or burst functions.
Downwind Odtspersin parameters for the quasi-instantaneous sources
are approximately two-thirds of those for continuous sources as shown
by Pasquill (3J, which is reflected by equations (30) and (31). The
coefficients and indices for the dispersion parameters as a function
of stability and aerodynamic roughness are tabulated in table 4 for
three roughness lengths.

TABLE 4. COEFFICIENT AND INDEX VALUES FOR THE
PER LAW DISPERSION PARAMETERS

Stability a b c d c d c d
Category zo 1 cm zo 10 cm so 100 cm

A 0.40 0.90 0.154 0.94 0.279 O.9O 0.615 0.83
B 0.32 0.90 0.133 0.89 0.225 0.85 0.539 0.77
C 0.22 0.90 0.121 0.85 0.213 0.81 0,533 0.72
D 0.143 0.90 0.108 0.81 0.195 0.76 0.456 0,68
E 0.102 0.90 0.078 0.78 0.139 0.73 0.348 0.65
F 0.076 0.90 0.062 0.72 0.117 0.67 0.309 0.58

SEEABILITY ON THE BATTLEFIELD

A battlefield may be considered aa being mesometeorological
in scale, i.e., %teas ranging from hundreds to thousands of square
kilometers. If the density of meteorological observations is large
and timely, the optics portion of KWIK may be uses to calculate the
attenuation of optical paths for each weather observational site.
The attenuations may be plotted and analyzed much like synoptic data
to prepare "seeability" charts for a battlefield. Battle plans for
future engagements with estimates of munition expenditures
anticipated number of burning vehicles and vehicular dust conditions
can be used to predict visibility conditions which may be used for
attenuation forecasts. Seeability, prognosticatinns can be used for
planning purposes, i.e., what weapons system will be effective on the
next day's predicted dirty battlefield.

177



HANSEN, PENA and UMSI'EAD

DISCUSSION

The complete KWIK smoke obscuration model has been
discussed by Umatead, Peaia, and Hansen [ii, including the develop-
ment of the scheme to establish rates of fire, impact separations in
adverse wind conditions, and the special considerations for munitions
expenditures in the mid and far infrared regions of the spectrum.
Owing to space limitations, these subjects are beyond the scope ofthis paper. i

The basic scheme developed for artillery delivered smoke

projectiles assumes that smoke obscuration operations will be
conducted with batteries or battalions firing in an open sheaf rather
than parallel or normal sheaf patterns. This concept, coupled with
relative humidity dependent yield factors in the smoke model, will
result in a more efficient use of smoke on a battlefield.
Preliminary studies suggest 8svings in munitions up to 20 to 30 per-
cent over current methods.

The use of the KWIK algorithm for large area screening
operations and predicting attenuation degradation on the dirty
battlefield does not detract from the original intent of the model,
but enhances its capabilities. The outputs of these offshoots of the
primary model can be utilized to improve the munition expenditure
estimates generated for countermeasure obscuration purposes. Large
area screening systems utilizing oil fogs are only usable in the
visible portion of the spectrum. Consequently, the portion of KWIK
exp:essed by equations (24), (25), and (26) only apply to the 0.4- to
0.7-•m band.

Owing to the extinction characteristics of HC smoke, the

approach personified by equation (20) is valid only In the visual and
near infrared portions of the electromagnetic spectrum. The superior
characteristics of WP allow it to be utliized to countermeasure
devicrs operating in the mid and far infrared regions.

CONCLUSIONS

The KWIK obscuration model is highly versatile and has been
programmed to operate in a variety of machines ranging from program-
mable desk calculators to digitat computers. Three versions are in
existence: the Fortran, the real-time with three options, and a
deferred-time version for generating munition expenditure estimate
tables based upon clinatological input data. The algorithm may he
used in threat analysis studies or as a subroutine in force on Force
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scenarios. The modular concept used to develop NWIK allows greater
flexibility than found in predecessor smoke models.
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I. Introduction
Highly efficient short pulse high power lasers have many

potential applications, including laser fusion drivers. One
technique for achieving high powers in short pulses is to use a
storage laser amplifier. A storage laser amplifier uses a laser
medium with a long lived upper laser level. The upper laser level
can accumulate energy from a pumping source over a relatively long
time. This stored energy is then extracted by stimulated emission
over a relatively short time. Examples of such storage laser media
are Nd:YAG, Nd:Glass, V:MgF 2 , Tm:Glass, C02 , and Group VI media
(e.g. Sulfur and Selenium).

The single pass amplifier system depicted in figure 1 (top) is
the simplest approach to amplifying a laser light pulse. The laser
beam -is passed once through the laser medium. The beam is amplified
as it extracts energy stored In the medium's upper laser level. The
single pass amplifier performance is limited in that it cannot
simultaneously provide high energy gain and high efficiency. Under
certain conditions these limitations can be overcome by using a
multipass system such as the one depicted in the lower part of
figure 1.

In this paper a single pass amplifier is investigated first
using the rranlz;Nodvik theory of short pulse laser
amplification. - The multipass system is then treated by
sequentially applying the single pass extraction equations for each
extraction pass. In order to find the gain coefficient for each
extraction, the changes occurring in the laser medium and in the
laser beam fluence between extraction passes are determined using a
simple three level laser kinetics model. The single pass and
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multipass results are compared to determine when a multipass system I".

has an advantage over the single pass amplifier The effects of the
variation of different medium and bystem paramneters on amplifier
performance are then discussed. Finally several specific storage
amplifier systems which are candidates fo, laser r.sior drivers are
discussed.

II. Single Pass Extraction
In this section the extraction characteristics of a single

pass amplifier are considered. First the equations required to
calculate the behavior of a single pass amplifier are developed.
These equations are then used to study the extraction
characteristics of these amplifiers.

For practical systems the laser pulse length and extraction
period are generally short compared with the upper and lower level
lifetimes. This condition on the lower level lifetime is called
"bottlenecked" extraction. Then during the extraction period the
only changes in the upper and lower laser level populations, n2
and ni, are due to the stimulated transitions induced by the
photon field of the laser beam. The rate equations for the
populations of the two laser levels and the photon field become

(l/C)3I/at + 0l/az * dl/dz al ()

and

/t -cl/rs, (2)

where the laser beam propagation is in the z direction and I is the
intensity of the laser light. The gain coefficient, a, is defined
by

• -" (g2/g 1 ) ri' (3)

where a is the cross section for stimul..ted emission and g2/g1
is the upper to lower level degeneracy ratio. The amplifier medium
loss Is generally negligible. The saturation fluence is defined as

rs E hj/u([v g/2 91 )], (4)

where hv is the energy of the laser photon. Eqns. (1) and (2) can
be solved to give

L
rI*rs Ln[exp( a o(te)dz)[exp(r /rs)-l)+l]. (5)

0
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IRn this equation F is the laser pulse energy fluence and is defined l
as 0

I(z,t)dt. I
T"i and FO are the input and output fluences respectively. The
small signal gain coefficient, ao, in the gain-length integral is
the gain coefficient immediately prior •o extraction and Is
evaluated at the time te of extraction. -4

The output fluence thus depends only on the input fluence
normalized by the saturation fluence and on the integral of the gain
coefficient along the amplifier axis. It does not depend on the
specific distribution of values of the gain coefficient along the
amplifier axis.

When the signal being amplified remains much less than a
saturation fluence then from eqn. (5)

rO/rs (F 1i/rs)exp(! dz). (7)

The output fluence depends exponentially on the gain-length
integral. Conversely when the signal being amplified becomes
greater than Is then L

ro/rs - (r/Prs) + aodz. (8)

In this case the output fluence depends linearly on the gain-length
integral. This behavior can be seen in figure 2, which is a graph
of equation (5) for several possible values of the gain-length
integral.

The laser beam energy extraction efficiency is defined as

E ext (rR"•i)/WE PL)(9

where L is the amplifier length and EP is the pump energy density
deposited in the upper laser level. Eqn. (9) can be rewritten as

E.ext r (/s r s)/[(l + 92 /g 1 )(aoL)M], (10)

where (,toL)M is the maximum possible gain-'ength inteqral for a
given pump energy density, namely,

((L) = (o/hv)E L - E L/[rs(1 + (11)

Efflcient extraction only occurs at input fluerices comparable to or
greater than the saturation fluence. Under these circumstances
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L
Cext :•J/aodz/[( oL)M(1 + g2 / 1g)9 (12)

L 0
The factor lo aodz/(aoL)M represents the loss due to the
depletion in the gain prior to extraction. This depletion is caused
by decay from the upper level population during the finite time
period in which the pump energy is deposited in the upper laser
level. This effect will be investigated during the discussion of
the multipass system. To focus attention on the extraction period
itself for now, rL 0 dz will be considered equal to (coL)M.
Then there is no "decay from the upper level and no population in the
lower level. The extraction efficiency for such a single pass is
plotted in figure 3 as a function of input fluence. For all values
of input fluence a larger value of the gain-length integral will
result in a larger efficiency for a given ri/rs. This effect of
the gain-length on efficiency becomes less pronounced at higher
input fluences. At large input fluence, as shown in eqn. (12), the
efficiency is limited to the value 1/(0 + g2/gl) because the net
gain becomes zero when n2/g2 - nl/gI. The efficiency is
thus very sensitive to t he egeneracy ratio. If the extraction
period is long compared with the lower level lifetime the extraction
is often said to be "unbottlenecked". In this case the above
analysis is still valid, but a zero degeneracy ratio should be used
for extraction since the lower level population will not live long
enough to influence the extraction. The extraction efficiency then
will not be so sensitive to the real degeneracy ratio.

Figure 3 shuws that che extraction efficiency for a single
pjss amplifier falls rapidly from unity with decreasing
t/Yr (r /I'S<< 1). The reason for this reduced efficiency
is demonstrated in figure 4, which shows the general behavior of the
energy extracted per unit volume, Eext, along the length of alaser amplifier for a small input laser light pulse. Initially the

light pulse is in the small signal regime and experiences
exponential growth. Since the amplified pulse is still small
compared with the saturation fluence, it has not extracted a
significant portion of the energy stored in the upper laser level.
As the pulse is amplified it becomes large enough that it is
extracting most of the stored upper level population. The curve of
extracted energy density now approaches the available stored ene-rgydensity. The energy remaining in the form of an upper laser level
population after the passage of the extracting laser pulse
represents unextricted energy and therefore produces a decrease in
extraction efficiency. In fig. 4 the area betwprun the horizoaItal
line Fext/Ef i and the extracted energy curve represents the

energy left in the amplifier after the extraction process. This
area is shaded for the ri/rs 0.1 curve. In the small signal
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regime the pulse amplification is high, but the extraction
efficiency is low. In the saturated regime the pulse amplification
is low, but the extraction efficiency high. Considerations such as
the control of parasitics limit the gain-length for practical
amplifiers. For practical amplifiers the saturated extraction
regime is only reached after the laser pulse has travelled a
significant fraction of the amplifier length, unless the input t

fluence is comparable to a saturation fluence. So the practical
single pass amplifier can provide high energy gain at low extraction
efficiency in the exponential growth regime. Alternatively it can
provide high extraction efficiency with low energy gain in the
saturated extraction regime. But it cannot obtain both high energy
gain and high extraction efficiency simultaneously. Efficient
extraction begins to occur for input fluence values comparable to a
saturation fluence.

II1. Multipass Extraction
Theseo11oR the single pass amplifier can be overcome

by using multipass extraction as illustrated in fig. 1. In such an ,II
approach a small input fluence is amplified in the exponential gain
regime, and the resulting output pulse returned into the same
medium. The returned pulse has sufficient fluence to extract that V
part of the stored energy remaining after the first extraction
pass. High energy gain can then be realized with a higher

extraction efficiency than is possible from a single pass amplifier.

In order to analyze the multipass amplifier system it is only
necessary to repeat the extraction calculation for I'O/rP for
each extraction pass using the appropriate values for ri/P and
the gain-length integral. The appropriate input fluence value for
the nth extraction pass is the output fluence of the previous
extraction pass reduced by the optical loss during the turnaround
time, namely,

Irn/ s 2 (1-T)r-n 1  )/rs, n ( i (13)

where T is the optigal transmission coefficient, In this notation
the input fluence P1 to the amplifier system is denoted by Pi,
The subscript n on a quantity Indicates its value prior to or during
the nth extraction pass.The value of the gain-length integral to be
used in the nth extraction calculation will depend on the prior
changes that have taken place in the two laser level populations,
12 and ni, and Is given by

f L n (te)dZ L[J n2n(te)dz . (g 2/g 1 )f nln(te)dz]. (1.4)

0 0 0
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These changes have occurred during the pump period, during previous
ext, action passes, and during the optical turnaround time between I
previous extraction passes. The changes in the populations during
an extraction pass are proportional to the energy extractedL L•Al nndz = -f n2ndZ = (rP - (15)

n r2n n n 'j
0 0

Figure 5 illustrates the model used in analyzing the laser
medium. The cross section for stimulated emission between the upper
and lower excited states is a. The population in the upper state,
n2, is also depleted by nonstimulated transitions which may be
collisional or radiative. The total rate of depletion of the upper
laser level, n2/T2, is characterized by a lifetime, T2. A
fraction, f 2 1 , of this upper state decay adds to the lower laser
level population, nl, and the remainder decays to unrelated
states. The lower state is also characterized by a lifetime Tl,
and the total rate of depletion of the lower laser level is
nl/Tl .

During the pumping time, Tp, the upper laser level is
populated by some form of energy deposition, e.g. flashlamp or laser
light pumping In the case of most solid state lasers, photolytic
bleaching-wave pumping in the case of the group VI lasers, and
collisional pumping in the case of the CO2 laser. The volumetric
pump rate Rp is Ep/Tp and is assumed constant for time Tp.
The rate of change in the upper level population due to decay and
pumping is governed by

dn 2 /dt - Rp - n2/T2. 16)

The rate of change of the lower laser level population is determined
by

dnl/dt f 21n2 /• 2 - nl/rl" (17)

Equations (16) and (17) are subject to the initial conditions that
the two levels are unpopulated at t = 0 in the pumping period.
Under these conditions equations (16) and (17) have the solutions

n2 (Tp) (Ep/hv)(t 2/rp)[l - exp(-wp/r 2 )] (18)

p 1p 1 P - p'2-1 (:)nlI(Trp) (f21 E p/hv)(rl/rp1))[1 - exp(-,r p T2 )r 21/([2 - Lr 1]g

+ eXp(-Tp/r 1 )I-/(T2 - )

187

14'



HARVEY

Upper 2-l 
____________laser 1- 2) fl 2T Alevel Siuae

t21 n2 emission
Lower 1
laser n,/7T1
level R mE /(hvr T 0.9
Ground - P P'~ 10-2

Fig. 510B

0.8

1.0 >-- >016 2
0.8 ' A - L 0.4

>0.6 - 432 __ __

"". 4/3/21
.2 0.8.6

0,

0.4-
0.2 4I 32 110-2 10-1 1 10

10-2 10-1 1 10
CFig 6 '

FiFig. 6



HARVEY

During the optical turnaround time cT the decay of the two
laser levels has the same form as during the pumping time, but there
is now no pumpivq of the upper level. Equations (16) and (17) still
describe nj and n2 if RR is set equal to zero. Now the
initial condition, are 9?termined by past changes in the laser level
populations. The initial values of nI and n2 are constants
dktermined by the values of nI and nn after the previous
extraction. Under these cond tions equations (16) and (17) have the V
solutions L L

2 n nT)dZ I n'n(T T O)dz exn(-Tlr/l 2 ) (20)
0 0

and L L
Snln(rT)dz = f2l f nln(TT = O)dzrexp(-TT/T 2 )
0 0

" exp(-'TTI)] •II(•2 - TI) (21)
L

+ f n f(T= O)dz exp(-T/T).
0 L

E (15) is used to calculate the values of ý n2n(TT=O)dZ andK
foX11n(TT=O)dz in terms of the known value before the previous
extract i on. Eqns. (20) and (21) are used in eqn. (14) to calculate
the gain-length integral prior to extraction. The gain-length
integral value is then used in eqn. (5) to calculate the output
fluence.

IV. Results of Multipass Extraction Analysis
The multipass analysis described in section III was applied to

several hypothetical systems. Different combinations of parameter
values were used in order to study their effects on the performance
characteristics. Figs. 6 to 1I show the results of this analysis.

A. Multipass Extraction Characteristics
In ITiSsection the dep e of the multipass amplifier

performance on the amplifier gain-length integral, the medium
degeneracy, the laser level relaxation characteristics, and the
number of extraction passes will be specifically examinci. To
illustrate consider fig. 6, consisting of 3 sets of cur,'es lubeled
"1A" "B", and "C" respectively. The set of curves labeled "A" are
plots of normalized output fluenc- for each of a total of 4
extraction passes. The sets labeled "B" and "C" are plots of the
cumulative extraction efficiency, for each of the 4 passes. The
cumulative extraction efficiency for the nth pass is

£ext =ra - r )/(EpL). ?2)

189



HARVEY

All the curves in fig. 7 are plots of cumulative extraction
efficiency. All of the curves in figs. 6 and 7 are plotted against
input fluence normalized to the saturation fluence. The parameters
for pump time, optical turnaround time, f 2 l, and degeneracy ratio
were made equal to zero in the figure 6 calculations in order to
isolate the effects of optical loss.

The curves for, the first extraction pass in figure 6
correspond to the •uodz = 4 curves for the single pass amplifier
in figures 2 and 3. Figure 6A illustrates the increase in extracted
energy possible by utilizing more than one extraction pass. This
advantage is most dramatic for the lower input fluences. At inputs
higher than a saturation fluence the output curves for different
numbers of passes become almost indistinguishable on this scale.
This is because an input fluence greater than a saturation fluence
will extract a significant portion of the stored energy on the first
pass. In addition, the input fluence itself is a major part of the
resulting output fluence. Differences in performance
characteristics for different numbers of passes are more apparent
from the extraction efficiency curves in figure 6B. Figure 6B shows
that there are clearly defined ranges where a specific number of
extraction passes is optimum in terms of efficiency and output
fluence. These results show that for input fluences less than a
saturation fluence two or more extraction passes are favored over a
single pass. However, operating a multipass system with more
extraction passes than the optimum number can be heavily penalized
in efficiency due to the increased optical losses to the high
fluence beam between passes. This can be seen by nomparing the
efficiencies for different numbers of extraction passes in figs. 6B
or 6C. The penalty f r operating with too many extraction passes is
especially true for r? i/r I, where for these conditions
the single pass amplifier is highly favored. Too few passes will
not extract the stored energy efficiently. Too many passes will
incur heavy optical losses. Of course any specific system will be
designed considering a tradeoff between the greater efficiency of
operating with the optimum number of passes against the added costs
of the op'tical dnd system elements to provide each additional I

extraction pass. ior this purpose a separate calculation must be
made for the specific system being considored.

As seen by comparing fig. 6B with fig. 6C, increasing the N
optical losses between passes by 10 percent decreases the maximum

extraction efficiency for the high gain multipass system by roughly
10 percent. This is understandable because the higher optical loss
puts greater penalties on each additional pass. Since in a high
gain amplifier system the pulse is being continually amplified, the
greatest optical loss will occur immediately before the final
extraction pass. The loss at this stage of the amplification
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process will generally be much greater than the other optical
losses. The total optical loss for all turnaround periods will be
primarily the loss at this maximum loss stage. The total optical
loss will then depend approximately linearly on the optical loss
ratio, (1-T), for a single stage. For the same reason, the penalty
for operating with too many passes increases substantially.

The purpose of the efficiency curves in figure 7 is to
demonstrate the effects of the degeneracy ratio and gain recovery on
the multipass system efficiency. To isolate these effects, the pump
time and f 2 l are set equal to zero. The efficiency curves in
figure 7A Illustrate the dramatic effect of the degeneracy ratio in
reducing efficiency for bottlenecked extraction. When Ti/T'2 < 1
the lower level will relax faster than the upper level. In this
case the gain coefficient will actually increase or "recover" during
the turnaround time. The efficiency curves in figure 7B are for an
example of such gain recovery, where some of the efficiency which
would be lost due to the non-zero value of degeneracy ratio is
regained during an appropriate optical turnaround time. Fig. 7B
shows that a multipass system with gain recovery is favored over a
single pass system for inputs up to nearly 10 saturation fluences.
This is considerably higher than for the systems without gain
recovery. It certainly includes the entire input range of practical
interest. This recovery does not continue indefinitely. Eventuallythe lower level will be effectively relaxed and additional time will
only deplete the upper level and thus the gain. When gain recovery
is possible there is an optimum value of the turnaround time which
will maximize the gain coefficient. It can be calculated from eqns.
(14), (20), and (21) by setting the time derivative of the gain
coefficient equal to zero. In eqn. (3) for the gain coefficient the
degeneracy ratio multiplies the lower laser level population
density. For this reason increasing the degeneracy ratio
exaggerates any effects which depend on the behavior of the lower
level population. Such processes include gain recovery during the
turnaround time or gain degradation during the turnaround time and
the pump time.

The efficiency curves in figure 7 are For an (%OL)M value
of 1.5 while those in figure 6 are for a value of 4. A comparison
then of the curves in figure 6B with the top curves in figure 7A
Illustrates the effects of (aoL)M variation. The higher value
of (,%OL)M, due to a greater pump energy deposition, will result
in higher values of the gain coefficient throughout the multipass
extraction operation. The higher gain coefficient will result in
smaller input fluences being amplified efficiently into the
saturated extraction regime. As shown by comparing figs. 6B and 7A
the efficiency curve for any extraction pass will then be broader
for the higher value of (aoL)M. When the fluence amplification
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is comparable to the optical loss between passes the signal cannot
grow significantly with subsequent extraction passes. In such a
situation a multipass amplifier system has no advantage over a
single pass amplifier.

During the pump time the upper level population increases from
zero until the loss rate, n2 /T 2 , equals the pumping rate Rp.
The lower level population also approaches a steady value when the
loss rate, ni/Ti, equals the rate of increase from upper level
decay, f`2n2/t2. Depending on the specific values of
g2/ui, TI/T2, and f 2 1 the gain may rise monotonically to a
steady value or it may have a maximum. Using a pumping time which
produces as high a gain coefficient as possible will produce the
highest output fluence from the subsequent extraction. However-, the
upper level is decaying during the entire pumping time. Therefore a
tradeoff must be made between efficiency and output fluence In
selecting a pumping time. The pumping rate will depend on the
capacity of the pump technology and on any limits to the pumping
power due to damage considerations. The total energy density
deposited is then this limiting pump rate multiplied by the
optimized pump time. For some systems it may be necessary to limit
the total deposited energy density to a smaller value determined by
other damage criteria. In this case the shortest possible pump time
to deposit this energy density will produce the greatest efficiency
and the greatest output fluence. In general the shorter the
lifetime of the lower state compared with the lifetime of the upper
state, the less lower state population will accumulate to degrade
the gain. Where the degeneracy ratio is zero, the lifetime ratio
will not matter. But for nonzero g2/g1, smaller values of the
lifetime ratio will lead to better amplifier performance.

B, Optimum Extraction Efficiency Profiles
As iscussd in the-previous section there are a large number

of parameters which affect the multipass amplifier system
performance characteristics. These parameters interact in a complex
manner, and each may cause significant effects on the performance
characteristics -In different ranges of parameter values. For this
reason, one can't identify only one or two parameters which dominate
the system performance. It is possible however to form some
qualitative and semi-quantitative conclusions regarding the tradeoff
of the parameters. The form of the extraction equation and the
expressions governing the level populations lend themselves to a

reduction of the parameter space Into a minimum set of key ratios
and nondimensional quantities: r/s, TT/t 2, /.?, "1/T2 , g2/gl
("oL)M, f 21 , and T. in figures which follow, 4lt1-2 vs g2/g1 and
(toL)M vs g2/gl were chosen as pairs of key parameters to form 2
dimensional parameter spaces in which to plot efficiency profiles.
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A set of optimistic but reasonable values for the remaining
parameters were chosen, with some variation within . figure and
between figures to illustrate important parameter effects. The
parameter I/rs was limited to values of 0-2 since multipass
configurations are most useful at lower initial input fluences. The
maximum number of extraction passes which can be made is a system
limitation that will be different for each specific multipass
amplifier system. The highest efficiencies for up to 6 passes were
plotted in these profiles.

In considering a multipass amplifier the designer is
frequently faced with selecting a candidate laser medium. At this
point in the system design process attention is focused on the
medium characteristics, g2/gl, I/91 , and f21, rather than
on system parameters. Figures 8 anV 9 are plots of efficiency
profiles in Tl/T2 - g2/gl space to facilitate medium
selection considerations. These figures show that efficiency
requirements divide the il/i2 - gj/gj plane into fairly
restrictive regions. As an example consider the system depicted by
the solid curves in fig. 8. To achieve an extraction efficiency
greater than 0,5 either the lifetime ratio must be less than 0.15 or
the degeneracy ratio must be less than 0.6. For less optimistic
system parameter values or for nonzero f21, as Illustrated in the
other profiles in figs. 8 and 9, this bounding value of ril/ 2 or
g2/g is even more tightly constrained. As depicted in fig.
extraction efficiencies greater than 0.5 became fairly insensitive
to the degeneracy ratio for values greater than 0.6 and highly
insensitive to the lifetime ratio for values above 0.15. For larger
lifetime ratios the lower level lifetime has become greater than the
time during which there is a significant upper level population.
Then there is insignificant decay of the lower level. Further
increases in lower level lifetime can have no effect on the gain and
therefore none on the efficiency. Conversely the insensitivity to
the degeneracy ratio is physically due to gain recovery
counteracting the degeneracy ratio's constraint on extraction. A
small decrease in lifetime ratio will have a large influence on the
gain recovery. It will thus counterbalance large increases in the
degeneracy ratio, and the extraction efficiency will not be
sensitive to g%/gl.

In optim zing a system design the various systems parameters
must be traded off against each other. In figures 10 and 11 the
dependence of the extraction efficiency on (coL)M and g2/g1
is examined. The parameter (aoL)M is determined by the pump
energy deposited and the cross section for stimulated emission of
the medium. For a multipass system limited to 6 extraction passes
and with reasonable optical loss between passes (aoL)M must he
above I for the efficiency to be above 0.5. For (RoL)M between
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1 and 2 the extraction efficiency Is relatively insensitive to
variation in g2/gl compared with variation in (cOL)M. For
(aoL)M above 2 the extraction efficiency becomes more sensitive
to variation in g2/gl than to the variation in (cOL)M. The
same general conclusions are reached if Tp/T2 is paired with
(,OL)M to produce a set of profiles.

The characteristic shape of these curves is due to the rapidly
diminishing effect of (aoL)M on the extraction efficiency. For
example consider the situation when the degeneracy ratio is zero.
Then the lower level population has no effect on the extraction
characteristics. The energy stored in the upper laser level will be
depleted by the laser beam extraction and by the upper level decay
during each turnaround time period. With each additional extraction
pass optical loss depletes the energy from the laser beam. A higher
value of (OL)M will result in a higher amplification of the
laser beam, as discussed in Section. II. This will reduce the
number of passes required to amplify the beam into the saturated
extraction regime of efficient extraction. Fewer extraction passes
result in smaller optical losses and less upper level decay. Thus a
given portion of the stored energy can be extracted with higher
efficiency for a higher (coL)M. The number of extraction passes
required to achieve a given amplification is approximately inversely
proportional to the gain-length. So the incremental increase in
efficiency with increased (coL)M diminishes quickly as (aoL)M
becomes large. This is especially true when the total number of
extraction passes becomes very small.

If the degeneracy ratio increases, the 1/(1 + g2 /g1)
factor in the extraction efficiency causes a significant decrease in
efficiency. To maintain the same efficiency along a constant
efficiency contour (aoL)M must increase ad a nonlinear rate as
the degeneracy increases, as shown in figures 10 and 11. As
(a L)M becomes large it must increase at an extreme rate to
malntln a given value of efficiency.

If the optical loss and losses due to upper level decay were
negligible, the efficiency profiles in figures 10 and 11 would
asymptotically approach limits of constant values of g2/gl as (a L)M
becomes very large. These limits can be calulated from eqn, (1?)
(g2/gl)limit = (I - E)/E , where C is the efficiency of a given
profile. For example these limits are g2/gý = 1 for the 0.5
efficiency profile and g2/g1=0.429 for the 0.7 profile. When
the optical and decay losses are nonzero, these limiting values of
gP/gl will decrease. On the other hand gain recovery can cause
them to increase. For the conditions represented by the snlid lines
in figure 10 the 0.5 profile approaches a limiting value of g2/g1
of greater than I due to gain recovery. But since gain recovery
diminishes for smaller degeneracy ratio, the 0.7 profile limit is
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less than 0.429, because losses have decreased it.

V. Performance Characteristics of Specific Multipass Amplifier

Inorder to evaluate any specific multipass system a specific
calculation of output fluence and extraction efficiency, as
discussed in Section III, must be performed. Figures 12 through 15
are examples of such calculations made for specific systems which
have been considered as laser fusion candidates.

In analyzing real systems the extraction may not be uniform
across the amplifier cross section as assumed in the analysis in
sections II and III. This nonuniformity is typically due to the
extracting laser beam having a nonuniform cross sectional profile or
to the energy deposition being nonuniform during the pumping
process. These nonuniformities can be handled by dividing the
amplifier cross section into small elements, each of which has an
approximately uniform cross sectional profile. The final output
fluences are then averaged over all the cross sectional elements.
Any pumping nonuniformity along the amplifier axis will be
integrated out in the gain-length integral. The example
calculations in figures 12-15 have taken these nonuniformities into
account when appropirate.

Figures 12 and 13 plot extraction efficiency and output fluence
against input fluence for a V:MgF 2 medium with a nonuniform
extracting pulse profile. 6 - 7 At a moderate level of pump energy
deposition, producing an (aOL)M - 2, the V:MgF2 system can
deliver significant output fluences for input fluences greater than
1 J/cm4 with 0.7 extraction efficiency and with 4 or gewer
extraction passes. The Tni:Glass system in figure 14, 9 on the
other hand is limited to less than 0.5 extraction efficiency for
siiJr8,nput fluences and the Selenium (Group VI) system in figure
15Olu produces only slightly greater than 0.5 efficiency even
though it has a larger galn-length product, (coL)M - 3. The
disparity in these system performances can be attributed primarily
to differences in their medium characteristics. The V:MgF 2 system
is phonon terminated, therefore the lower level lifetlnie is
essentially zero and the degeneracy ratio is zero to account for the
completely unbottlenecked extraction. The Tm:Glass system has a
degeneracy ratio of approximately 0.56 and a laser level lifetime
ratio of 25, For the Selenium system the degeneracy ratio is 0.75
and the lifetime ratio is approximately 0.2. Locating these points
in the parameter space of figure 8 and 9 shows that the V:MgF 2
system is capable of greater than 0.7 extraction efficiency (for a
uniform beam profile) while the Selenium and Tm:Glass systems are
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near the 0.5 efficiency profile only for the more optimistic system
parameters.

VI. Summary
This paper has examined laser amplifier extraction from a

storage medium. Two general energy extraction configurations were
considered. First a single pass amplification of the laser beam was
considered. Then a rmultipass amplifier system where the laser beam
is returned through the medium for additional extraction one or more
times following the initial pass was examined. The multipass
technique provides the opportunity to extract energy from upper
laser level states missed during the first pass, For this reason it
has the significant advantage over the single pass amplifier of
providing hlgh energy gain and high extraction efficiency
simultaneously for a wide range of parameter values. When there is
no gain recovery the multipass amplifier configuration is generally
favored when the input fluence is less than a saturation fluence.
Multipass 3mpllfier systems with significant gain recovery can be
superior to a single pass amplifier for all values of input fluence
of practical interest, Optical losses between passes reduce
efficiency and can heavily penalize systems using too many extraction
passes. During the pump time or between passes decay of the energy
stored in the upper laser level will decrease the gain-length
integral and therefore the efficiency of extraction,

For bottlenecked extraction without gain recovery a nonzero
degeneracy ratio will limit the extraction process and hence the
extraction efficiency. When the lower laser level population decays
faster than the upper level population, gain recovery can remove
some of this limitation on extraction. Under these conditions there
is an optimum value of optical turnaround time which will produce
the maximum improvement in efficiency.

An increase in (aoL)M due to greater pump energy
deposition will improve the efficiency. This improvement diminishes
rapidly with larger values of ( oL)M.

A given acceptable value of extraction efficiency places
severe restrictions on the possible values of either the degeneracy
ratio or the laser level lifetime ratio, On the other hand the
extraction efficiency is insensitive to a large range of values of
either the degeneracy ratio or the lifetime ratio.
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Figure Captions

1. Laser Amplifier Energy Extraction Configurations.

2. Single Pass Amplifier Performance Charateristics. Normalized
output fluence is plotted as a function of normalized Input
fluence for several values of the gain length integral,

3. Single Pass Amplifier Performance Characteristics. Normalized
extraction efficiency Is plotted as a function of normalized
input fluence for several values of the gain-length integral.

4. Single Pass Amplifier Performance Characteristics. The
fraction of the pump energy density extracted by the laser
beam is plotted as a function of the normalized position along
the amplifier axis for several values of the normal'ized input
fluence. The position is normalized as the gain-length.

5, Three Level Laser Model for Multipass Amplifier Extraction
Analysis.

6. Performance Characteristics of a Multipass Amplifier when
(a L)M * 4, Tl/ T2 " 0.1, and g2/gl - •T/ T "/T 2 2 " fT /T 2a
This figure is divided into three sets of curves. Set are
normalized output fluence curves for T - 0.95. Sets B and C
are extraction efficiency curves for T o 0.95 and 0.85
respectively. Each curve is identified with its extraction
pass number.

/, Performance Characteristics of a Multipass Amplifier when
(xoL)M 4, T1/2- 0,, uTn/ct i and f2n O, mli

Extraction efficiency is plotied as a function of normalized
output fluence. Each curve is identified with its extraction
pass number. The upper set of curves in section A of this
figures has TT /T- 0.1 and 92191 0, while the lower
set has TT/12 - 6 and g2/gl 1. The set of curves in
section B of thiq figure has TT/T2 - 0.1 and 92191 - I-

a. Multipass Amplifier Extraction Efficlencý Profiles w en
(IoL)M- 4, Ti/T2 - 0.25, T • 0.05, J1/rs = 1-A.
Solid curves are for f 2  / T Dashed curves are for 221,
Each curve is identifie with its efficiency. Each profile
represents the maximum extraction efficiency achieved in a
total of 6 passes.
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9. Multipass Amplifier Extraction Efficiency Profiles when
(?L)M - 2, rp/T2 = 0.25, TT/T2 = 0.05, 1l I/rs = 10-2.
So i y curves are for D21 = 0. Dashed curves are for f 2 1.

Each curve is identified with Its efficiency. Each prof ile
represents the maximum extraction efficiency achieved in a
total of 6 passes.

10. Multipass Amplifier Extraction Efficliricy Profileý whenTT/-r2 - 0.05, TI/'c2 = 0.I, 1`22. - 0, rl 1/S i-.a 0.1 . 125.
"Solid curves are for Tp/I2 0.25. Dashedcurves are for
TP//2t; 0.50. Each curve is identified with its efficiency.
Each profile represents the maximum extraction efficiency
achieved in a total of 6 passes.

11. Multipass Amplifier Extraction Efficienry Profiles when
r/T2 - 0.05, Tp/r*T2 0625, f1`,6

curves are for ''1 - 0.1. Dashed curves are for Ti/t 2 a 0.3.
Each curve is identifled with its efficiency. Each profile
represents the maximum extraction efficiency achieved in a
total of 6 passes.

12. Performance Characteristics of a V:MgF2 Multipass Amplifier
System. Extraction efficiency is plotted as a function of
input fluence when Tp/Tr - 0,174, T0/0 - 0, T1 /T 2 - 0,
g2/gl 0, ( 0L)M 2,077, T 0.95 and f21 "0. Each
curve is identified with Its extraction pass number.

13. Performance Characteristics of a V:MgF 2 Multipass Amplifier
System. Output fluence is plotted as a function of Input
fluence. Each curve is identified with its extraction pass
number,

14. Performance Characteristics of a Tm:G'Iass Multipass Amplifier-
System. Extraction efficiency is plotted as a function of
input fluence when ¶p/T / 0.125, T / - .025, 1/T2 - 25,
g2/gl = 0.56, (aoL)M = 1.88, T = 0.;5, and f 2 1  O. Each

curve is identified with its extraction pass numbers.

15. Performance Characteristics of a Selenium (IS , 3 Pj).
Multipass Amplifier System. Extraction efficiency s plotted
as a function of input fluence when TP/T2 - 0.1, TT/T2 - 0.05,
Tl/r2 = 0.2, g2/gl - 0.75, (aoL)M - 3,0, T - 0.95, and f21 " 0.
Each curve is identified with Its extraction pass number.
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INTRODUCTION

Unification of the fundamental forces has been one of the
great theoretical problems in physics In the twentieth century.
Beginning in 1918 with Weyl and continuing through the last thirty-
five years of Einstein's life, many different,attempts were made to
unify the electromagnetic and the gravitational forces. Moreover,
since the four fundamental forces were first defined in the early
forties, extensive efforts by numerous investigators have gone into
measuring and attempting to unify two or more of these forces. This
paper defines the four forces and discusses some of the difficulties
in unifying the forces. A new approach to unification will be
presented with a discussion of the consequences and predictions of
this approach.

The four fundamental forces are defined in Table 1. These
four forces are all that are necessary to characterize all phenomena,
From an Army perspective, the strong force is only of interest in the
basic structure of matter and in nuclear weapuns effects. The elec-
tromagnetIc force is involved in the structure of matter, all
electronic devices, all chemical reactions, explosives, and propel-
lants. The weak force occurs In nuclear weapons effects. The
gravitational force becomes involved in every load carrying device
and in the motion of aircraft, projectiles and missiles. Frequently,
such as in a fuze, more than one force is Involved.
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Table 1. Four fundamental forces. Adapted from 1, p. 52 and 2, p.
453. One fermi (fm) is 10-13 centimeter.

Force NaturJl Relative Range
Occurrences Strength

Strong Nuclear 1 0.5 to I fIM
Forces

Electromagnetic Atomic 1O-2 0.01 fm to
Forces Tndefinite

Weak Radioactive 10-5 - 10-13 Singularity
Decay to 0.01 fm

Gravitational Astronomical 10-39 Point Source
Forces to Indefinite

The four forces are generally listed in the order of increas-
Ing strength as represented by their coupling constants. These
coupling constants are essentially the ratios of the strengths of the
indicated force to the strength of the strong force. Thus, the
strong force, which is the strongest, has a coupling constant of
unity when compared to itself. The strong interaction is 137 times
greater in strength than the electromagnetic force and about 1039

constants for these two forces are 10- £and 10~ -, respectively. Tohe
weak force coupling constant is quoted at various magnitudes: 1- 13,
10-7, or the Fermi theory value of 1.02 ! l0-5. These coupling
constants have become the universally accepted way of fingerprinting
the four forces.

Any effort to try to understand the four forces and to
achieve unification must cope with a vast array of variables. NoL
all of these variables can be explained here. There are different
forces, forms of interaction, effects on matter, relative strengths,
spins, ranges, variations with range, mediators, saturation effects,
charges, and selection rules. Even the interpretation of what
unification means may take different paths. Hardly a sing)'ý thread
of continuity runs through the four forces.
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A detailed review was made of various approaches to unifi-
cation of the four forces and of the variables that were identified
in the approaches. A side-by-side comparison of the different assump-
tions and steps in Weyl's, Einstein's, guage symmetry, and super-
gravity approaches to unification led to the following observation.
It was observed that the only uniform step that everyone has adopted
to date is the a priori assumption that two or more of the stropg,
electromagnetic, weak and gravitational forces are accepted without
question. The almost completely independent way of theoretically
defining and measuring the four forces, the limited success of in-
direct unification through families of mediating particles, the
extraordinary complexity of the mathematics, the omission of general

T relativity from the theories, and the sheer intensity of unfulfilled
efforts confirm the need to possibly question even the a pori
assumption. Consequently, the primary basis of this paper is-that,
it may be possible that unification might be easier to achieve if the
a priori statement of the four forces is redefined.

REDEFINITION

The phenomena that led to the definition of the four forces
in the first place is accepted at face value. Only a new explanation
is needed. Two of the forces have a strong justification for being
retained unchanged. These are the electromagnetic and the gravita-
sational interactions. There are several similarities between these
two, especially when compared in their simple forms of the Coulomb
electrostatic force and the Newton inverse square law. Both are!static, point-source, inverse square relationships. Each has a

potential that is similarly defined. They have both been verified
over ranges from less than one fermi to galactic distances. An
alternate explanation of the four forces is that there are other
forces or potentials very much like those of Coulomb and Newton which
could explain the phenomena associated with the strong and the weak
forces. This alternative, if applied rigorously, leads to a result
which, at first glance, is counterintuitive but in the final analysis
fulfills almost all predIctions expected for unification. It is
hypothesized that E = mcL and E = hv are functions of potentials which
represent corresponding forces in the structure of matter. One of
these forces is called the Einstein force and the other is the Planck
force, respectively. When combined with the Coulomb and Newton
forces, as indicated in Table 2, the redefined fundamental forces are
referred to as the uniF-ied interaction theor, (first published as a
paper in reference 3-
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Table 2. Redefined forces and interactions of the unified
interaction theory.

Interaction Force Equation

Strong Einstein = mc2
c r

Quantum Planck F hc

Electromagnetic Coulomb F =e r

Gravitational Newton F G
r2

The redefined interactiuns consisting of the strong, quantum,
electromagnetic and gravitational interactions replace the currently
accepted strong, electromagnetic, weak and gravitational interactions.
The new list of interactions are specifically defined by the forces
(first published in abstract form in reference 4) listed in Table 2.
Each force has a definite equation. Three of the forces are inverse
square and one is inverse linear with distance. All forces are
defined in terms of point-source, static interactions between two
masses. The Einstein force is identified as the strong interaction.
This force is essentially a rest mass energy gradient. The Planck
force deilnes a new interaction, the quantum interaction, which will
be explained in a later section. The Coulomb and Newton Forces are
accepted without any new interpretation. The Coulomb force is
related to the electromagnetic interaction only in terms of the
electrostatic component.

CORRELATIONS AND PREDICTIONS

Four criteria are used to assess the unified interaction
theory; mathematical correlation of known relationships; physical
correlation with measured phenomena; fulfillment of predictions
expected of a unified theory, and, unique predictions of the new
theory. These criteria will be applied in the following manner.
First, relationships mathematically deduced from the four redefined
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forces will be presented. Then, the criteria of physical measure-
ments, unification predictions, and unique predictions will be
explained for the Einstein and Planck forces. Finally, the criteria
will be applied to the theory in general.

Based only upon the four redefined forces of the unified
interaction theory, it is possible to deduce several functions and
relationships that are either well-known or cited in the scientific
literature. Only the consideration of equivalency conditions or
ratios are needed to make these mathematical correlations. Figure 1,
on the following page, has been especially structured to graphically
aid in showing these mathematical correlations and in describing
different phenomena. In fact, over thirty different concepts
mentioned in this paper are keyed to Figure 1, The absolute magni-
tudes of the four redefined forces in Table 2 are displayed in
Figure 1 as a plot of logarithm of force versuslogarithm of distance.
Values on the ordinate and abscissa correspond to calculations based
upon an idealized point source interaction between two protons.
Figure I was originally made to scale but has been condensed and
somewhat distorted to fit a more convenient size. Points K, M, 0, P,
Q, R, S, and T will all be used to illustrate some phenomena or
particular relationship. Letters for the points were generally
chosen to provide some key to each illustration. The results to be
described with the aid of Figure 1 could Just as well be shown on a
linear plot of force versus distance but it would not have been as
convenient. The reader may verify any of the results indicated in
the following statements. Generally, the last term in each sentence
is the function or relationship obtained from performing the
operation stated.

Equivalent conditions of force and distance are indicated at
points Q, O, and S in Figure 1. The equivalence between the Einstein
force and the Planck force magnitudes, when F " Fh at point Q,
occurs at a distance defined by the Compton wAvelength. Similarly,
the Einstein force is equal to the Coulomb force, Fc a Fe for point
0, at the classical radius. The Einstein force is equivalent to the
Newton force, F = F,, at the gravitational collapse limit, or one-
half the Schwarizchi1 d limit at point S. If the equation for the
Newton force is stated at the gravitational collapse limit, the
result is a constant force, FS, which has previously gone unnoticed
in the Einstein field equations.
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Figure 1. Plot of log force versus log distance for hypothetical
proton-proton interaction based upon the redefined forces of the
unified interaction theory. Solid lines are probable ranges of the

forces. Not to scale but numberq approximately match points, One
dyne is equivalent to 6.24 x 10-m Mev/fm. One newton is 6.24 x lO"3

Mev/fm. Becau6e of the units used, all forces at one fermi have the

same numerical magnitude in Mev/fm as the rest mass energy in Mev
(point M).
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The force FS is a critical value of the Newton force at the gravita-
tional collapse limit. The lengths at points K and P in Figure 1 can
be explained in terms of equivalence of the constant force at K and P
to When the Coulomb force is equal to F above
Fe F5, the resulting length Is a function very similar to o~e
derived by Kursunoglu (5, p. 153g). The equivalence at point P of
the Planck force with Fj, F- F , is a function frequently used in
astrophysics, the PlancR lelgth f6, p. 12). The mass required in the
Einstein force to make Fc a Fh = FS at the Planck length is the Planck
mass (6, p. 1215).

A number of significant ratios of forces, one to the other,
are possible from Figure 1. The ratio of Fh to Fc, which is unity
at the Compton wavelength at point Q may be defined as the strong
interaction coupling constant. The ratio of F to Fc at the Compton
wavelength, F /FQ is the electromagnetic intefaction coupling
constant. Thl ratio of Fe to Fh for any constant length is the fine
structure constant. The ratio of r to r at any constant force Is
the square root of the fine structufe constant. The ratio of FG to
Fc at the Compton wavelength, FT/FQ, is the gravitational interaction
coupling constant. The ratio of FS to FT, particularly for the mass
of the pion, is the Eddington number. The relationship (Fh/F )2 at
any constant length is also the Eddington number. The two railos,
F to FG and F to Fý, at the Compton wavelength, or any constant
length, are pr~nc pal cosmic numbers. Everyone of the above explana-
tions is a straight-forward mathematical manipulation of the four
redefined forces. No other unified theory has been able to give such
a mathematical correlation of so many different relationships.

The Einstein force is both defined and predicted by the
unified interaction theory. From a physical phenomena perspective
the Einstein force gives the right force magnitudes over the correct
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range as measured for the strong interaction. The Einstein force
fulfills theoretical and experimental expectations in being an inverse
linear function of distance. The total energy relation

E2 - (pc) 2 + (mc2) 2

treats the rest mass energy as if it were a potential energy. In
fact, all of the forces for pointi M, 0, Q, and S can be shown to be
some constant multiplied by (mc2) , Figure 1 indicates that below
the Compton wavelength, point Q, and the classical radius, point 0,
that the Einstein force may be exceeded by the Planck force and the
Coulomb force, respectively. Both of these conditions, as well as
the total energy equation, support the condition of asymptotic
freedom where the electromagnetic and the weak interactions could
possibly equal or exceed the strong interaction at higher system
energies. The Einstein force is totally consistent with the principle
of asymptotic freedom. A unique prediction of this theory is that all
particles should be effected by the Einstein force. The masses of the
leptons may be too small to isolate this effect from the other forces.

The Planck force has been experimentally measured (7, p. 161)
on a macroscopic scale. It has been expressed in the form

Fh .hcA360d 4

where d is the distance between two neutral plates of area A. This
force has been attributed to quantum fluctuations. That is why the
Planck force is associated with a quantum interaction. The unified
interaction theory has essentially made the association, too, that
the force attributed to quantum fluctuations on a macroscopic scale
may be attributed to quantum fluctuations on a microscopic scale.
The introduction of the Planck force accomplishes the same function
already utilized in the modeling of the force coupling constants.
According to Perkins (8, pp. 17-21), all of the coupling constants
can be displayed as functions of 2w/hc. In Figure 1, since the
Einstein force is equal to the Planck force at point Q, the relative
strengths of the various forces may be related to the Planck force
rather than the Einstein force. In fact, this comparison may be made
at larger distances. For example, the strong interaction coupling
constant represented by the relationship of 21g 2 /hc - 10 is the rdtio
of F to Fh at 2.1 fin, which compares to the experimental value of 2
fm rgported by Meyerhof (9, p. 224). Calculation of this result is
readily understood in terms of the unifie9 interaction theory. The
electromagnetic coupling constant,ci 2r•e /hc, is also easily
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developed as explained in the mathematical correlations section of
this paper. Similarly, the gravitational coupling constant may be
expressed as 2vm4G/hc as required. The acceptance of the Planck force
makes all of these coupling constants directly available as functions
of 2w/hc without the arbitrary introduction of the Compton wavelength
as a coincidental empirical length, If it is acceptable to state that
the strength of the strong interaction is the relative magnitude
between it and another force, such as the electromagnetic' force, at
the Comoton wavelength for two protons or hadrons, then it should be
rational to expect that the weak interaction is a similar relation-
ship between a proton and an electron, Consequently, the relative
strength of the Planck force at its Compton wavelength for an
electron compared to the Planck force at its Compton wavelength for a
proton is

(me)2 2 2.97 x 10-7
mp

This value of the weak interaction coupling constant is somewhat
lower than the Fermi theory but is closer to actual measurements. If
this result is used as the weak interaction coupling constant. and
analogous reasoning is used as for the proton-electron coupling model
in beta decay, the resulting mass of the electron's neutrino is pre-
dicted to.Be 2.78 x 10-4 Mev and the mass of the munn's neutrino is5.75 x 10 Mev, Both of these masses would be different if the weak

interaction coupling constant for neutrino generation were different
from that for the proton-electron generation.

Since it has already been shown that the ratio of the Coulomb
force to any Planck force at a constant distance is equal to the fine
structure constant and that the consequence of r divided by any rh at
the same force is equal to the square root of the fine structure
constant, then it follows that any Planck force magnitude is related
to any other Planck force value as some function of the fine structure
constant. The same is true of the relationship of any Coulomb force
to another Coulomb force and of the point of equivalence of any
Einstein force with the Planck force to another equivalence point. On
a linear plot of force versus distance, these stair-step relationships
as a function of the fine structure constant quickly diverge. These
various relationships of the different forces as a function of the
fine structure constant are completely analogous to the pertubatlra
theory expansion of a series function of the fine structure const*rnt
in quantum electrodynamics.
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C4 The unified interactiorl theory predic• an unusual force,
c4/G, with an absolute magnitude of 7.55 x l10' Mev/fm. The
combination c /G is an integral part of many equations in the
literature but no attention has been called to it as being a force per
se. Becawse of its unique derivation from the unified interaction
Theory, c'/G has been referred to by others as the Hsston force. If
the experimentally observed strong interactioý is 10 times the
gravitational force between two protons and cG/G is 6.5 x 1077 times
the gravitational force (at I fm), then c4 /G is 6.5 x 1038 times the
strong interaction. The Heaston force is obviously a super-strong
force. Such a force has been qualitatively predicted and attributed
to Kaufman by Feynman (10, p. 60) and to Kogut, Wilson and Susskind
by Glashow (11, p. 45). It has been suggested in both cases as a
binding-force for quarks. The Heaston force is strong enough to be
the mechanism for the generation of black holes as well as a
significaqt factor In cosmology. The reason for this statement is
because c'/G appears in the Einstein field equation (6, pp. 431-434),

l1 8tGR• y gpR = T~V&

as well as in almost all solutions to this equation. Conditions may
be defined such that the gravitational metric is zero, the Ricci
tensor is R , and the total energy is To . Because of conditions
imposed by Re Christoffel indices, a factor of one-half is intro-
duced so that Ro Too

c

This is precisely the result obtained by Weyl (12, p. 242) for the
case of a stationary gravitational field where he referred to the
inverse of c /G as the greek letter kappa without indicating any
awareness that kappa was an inverse force. The 4jr is introduced o
account for spatial density. Based upon the new awareness that c /G
is a superstrong force, the result In the last equation may be
interpreted as stating that, at the beginning of the universe, the
total mass/energy of the universe was confined in the dimension Roo
and held together by the Heaston force.

Many physicists and astrophysicists make the assumption of
pbysical units so that c - h - G - 1. Because of this assumption,
c /G is unity and loses visibility in theoretical derivations. On
the other hand, the effect of such a choice of units is to normalize
all forces so that c4 /G is the maximum force possible and all other
forces are relative. The unified interaction theory confirms this
implication. The Heaston force is the critical value at the
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gravitational collapse limit where the Newton force is equal to the
Einstein force. The prediction of the Kursunoglu length at Point K
in Figure 1 Involves the Heaston force. Kursunoglu (5) attempted to
unify the four fundamental forces based upon a time-independent
spherically symmetric field solution to the field equations. He
obtained a fundamental constant, r 2 - 2Ge 2 /c 4 , which he attributed
to be a measure of deviation from the theory of relativity. This
constant resulted from a roundabout unification of the electro-
magnetic and gravitational fields which Kursunoglu could not quite
explain. The specific explanation is given by the unified inter-
action theory at point K. Accepted theories for black hole genera-
tion are based upon the Planck length which is the point where the
Planck force is equal to the critical value represented by the
Heaston force. The Planck mass, which Is recognized as the maximum
possible mass of any single particle occurs when F. F F: in
Figure 1. All of these observations support the conclusfon t'at c4 /G
may be the maximum possible force in the universe. This means that
gravitational collapse reaches an asymptote rather than continuing to
a singularity. The possibility of such an asymptote is predicted
(6, pp. 1196-1217) as an option for theoretical definition of the
universe. In his attempts to derive a unified field theory, Einstein
predicted (13) that gravity, which is the weakest of all forces,
should have a role to play in particle structure. The Heaston force,
which is based upon the limit of gravitational collapse, fulfills the
prediction by Einstein.

The unified interaction theory can be extrapolated to create
a picture of the structure of a single particle. The outer "boundary"
of a particle is defined as the quantum surface, r . It occurs at the
Compton wavelength created by th vaence of t~e Einstein force
and the Planck force. The proton has a fuzzy boundary that averages
to an experimental boundary equivalent to the quantum surface. Within
the particle is a "charge surface" located at the classical rad us,
rn. At the heart of a particle is a gravitational core where c /G
predominates. A three-layer structure like this has been constructed
(14) for particles, particularly protons, from experimental observa-
tions. The radius of a particle is h/21mc. The circumference i5

h/imc. If all of the charge is concentrated between the charge
surface and the quantum surface, the rotation of a charged loop equal
to the Compton wavelength in radius gives the Bnhr magneton. The
Einstein force is equivalent to a centripetal force at the quantum
surface rotating at the constant speed of light, which correlateswith one theoretical observation (15). The moment of inertia yield- .

ing such a force implies that particles have to be cylindrical discs
rotating on an axis throuqh the center of the disc. Seventeen years
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of experimental observations on the magnetic moment of the electron

indicates that the best model for all of the measurements is a thin
right circular cylinder (16, p. 80).

The above conditions cannot be achieved without a further
consequence which is the most speculative as well as the most uniqu(.
prediction of the unified interaction theory. There would be no
observed changes in intrinsic spin of a particle without the following
hypothetical process. Whenever a particle is accelerated (or deceler-
ated) in translation, it changes in size in all three dimensions from
a fixed size at rest to zero volume at the speed of light. This
process is called trilation, as compared to translation and rotation.
Lorentz made this initial assumption in his derivation (17, p. 21).
It can be shown that trilation can produce the same volume change as
the Lorentz-Fitzgerald contraction. Moreover, the process of tri-
latlon is essentially stated by je Schrodinger wave equation. The
most common interpretation of N'1 is that jyjz is the pr'obability
that a particle can be found in a box or phase space of arbitrary
volume. Suppose that this volume were the rest mass volume Conse-
quently, when a particle is accelerated, the probabilityIly1 of the
particle occupying its rest mass volume at rest is unity and the
corresponding probability at the speed of light is zero. Nothing is
changed but the 'interpretation. Volume is also a hidden variable in
relativity theory. Forces are expressed as forces per unit volume (6,p. 159; 12, pp. 64 and 201; 17, p. 13) as well as for only a small

volume of space. The trilation process is normalized into the theo-
retical results. Thus, the proposed model of particle behavior is as
follows. A particle absorbs energy. It is accelerated as it changes
size. In order to compensate for conservatioti of angular momentum
and to maintain its constant quantum surface rotation at the speed of
light, part of the energy is dumped overboard. Maxwell's equations
are obeyed. Intrinsic spin is coupled to translation. Quantum
numbers may be logically related. Rotation of the quantuim surface in K
revolutions per second is the same as -the frequency in E = hv. Deltas
in spins, rather than absolute values, are explained. The particle
has a built-in capability to recall its total energy state in any
relativistic situation. Collision cross sections decrease ',ith
higher energy. Wave-particle duality has an integral physical Justi-
fication. Spin speeds have a boundary. Quantized behavior has a
physical interpretation. Based upon this model, a resonance particle
is one that cannot hold together for more than one revnlution. Its
quantum surface does not develop.
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Finally, an overall assessment of Figure 1 and the unified
interaction theory indicates an extraordinary paradox. Points M, 0,
Q, R, and T in Figure 1 are concerned with forces and dimensions such
as the coupling constants, fine structure constant, Compton wavelength
and classical radius which are all relationships familiar to high
energy physics. These phenomena are usually associated with dimen-
sions of 0.001 to 1 fermi. On the other hand, points K, P, and S
which contribute to defining the gravitational collapse limit, Planck
length, Planck mass and c /G are part of the language of astrophysics
and cosmology0 The dimensions associated with these points range from
lO"3to 10- fm. The paradox exists in that the world of galaxies
and megaparsecs is dependent upon relationships derived from
conditions dependent upon dimensions orders of magnitude less than the
conditions associated with the microscopic world of particle physics
which takes place at the relatively long range of one fermi. It is
extraordinary that 'he equation for the gravitational collapse limit
at point S and 10-34 fm for a proton is also e~trapolated in astro-
physics into the empirical relationship, MG/Rc4 w 1, where M is the
mass of the universe and R is the radius of the universe (18, 4P. 1162).
The reason for this paradox is that the large magnitudes of c /G and
the inverses of the extremely small dimensions give the large numbers
that are needed in cosmology. That is the very reason why every
large cosmic number, except the Hubble constant (which is obtained
from telescopic observations) can be constructed from various ratios
of forces and distances in Figure 1. The major achievement of the
unified interaction theory may very well be this explanation for the
first time of the close association between the relationships of
physics and astrophysics.

CONCLUSIONS

After the initial hypothesis that E w mc2 and E w hv are
functions of potentials that have corresponding forces in the struc-
ture of matter, all of the manipulations of the unified interaction
theory are mathematically and dimensionally precise as well as
internally consistent. No other theory has been able to give a co-
herent integrated explanation of so many different relationships of
physics and astrophysics. A long desired goal of relating general
relativity to quantum mechanics may have been achieved. Although the
language is the same, the interpretations using the unified inter-
action theory are often different. The phenomena are accepted at face
value but the cause and effect explanations are not the same.
Experiments could possibly be devised to test the predictions of the
Einstein and the Planck forces and their application to all particles,
the masses of the neutrinos, the existence of the quantum surface, the
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coupling of the quantum numbers, the internal structure of particles,
the trilation process, and the role of the fine structure constant.
Effects of the Heaston force may be implied only indirectly but its
main value should be in theoretical developments in cosmology. The
ultimate value of the redefined forces will probably be their use as
a key step in explaining the different particle masses. A whole new
world below one fermi has been opened up. The mathematical unity of
the unified interaction theory is so overwhelming that serious
attempts should be made to verify or disprove the predictionsresulting from redefining the four fundamental forces.
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IMPPOVEMENTS IN CB PROTECTIVE CLCTHING
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NATICK, MASSACHUSETTS 01760

INTRODUCTION

Chemical Protective Clothing, as it exists today in the US Army,
has a number of unique features. It is a clothing system utilizing

a variety of materialsp including textilesA polymeric foamp unsup-
ported films, elastomers and coated fabrics. These materials make up
the current handwearp footwear# overgarment and headgear. The Chemi-
cal Biological Protective Mask is currently being studied and a sig-
nificant effort is under way at the Chemical Systems Laboratory,
ARRADCOMj to improve this item. For the purposes of this paper# the
protective mask will not be discussed further except to recognize it
as a component of the entire OB clothing system, its main rola being
to defeat chemical warfare agents that can enter through the auro-
nasal route. Obviouslys it also protects the face and eyes as well.
The remainder of the CB protective clothing system is designed to
protect against toxic or corrosive chemical warfare agents capable of
affecting or penetrating through the skin. These latter agent6 are
known as percutaneous agents and can cause casualties quickly at very
low levels of concentration.

There are several guiding parameters in devising CB p'otective
clothing that# in total, allow the scientist to fctus on the problem
rather quickly. 4

First of allp there are three basic mechanisms that can be uti-
lized to design clothing that will intercept cheinical agents and pre-
vent them from coming in contact with the skin. A material can be
selected that will provide a complete barrier to the agent, a

219



*HENRY & LAIBLE

material can be selected that will sorb the agent for some finite
time preventing it from moving through the selected material and
reaching the skin, and thirdlyp a material can be selected which will
react with the chemical agent and detoxify or convert it to a harm-
less state, There are no other alternative mechanisms.

The second guiding principle is the recognized necessity for
clothing to breathe orp in pragmatic terms9 to be comfortable, This
is the reason our normal clothing uses textile materials in prefer-
ence to all other material forms. Textiles provide comfort and sub-
ject the wearer to the least heat stress of any form of material
while providing warmth$ cooling, flexibility, protection against
abrasion and all other factors required for clothing items. T'he
clear conclusion from these considerations is that if possible a
textile CB clothing system would be most desirable,

The third guiding principle is that any item of CE clothing
that is developed will be stored in warehouces for an undetermined
period of time, and issued to troops when needed. There is a long
lead time between the time for developmentp the adoption of the item#
procurement 8 storage and, finally, issue to the troops. It is
imperative that all of the items of OB clothing that are put into the
system be capable of defeating any and all of the agents in the
enemy's arsenal, both now and those that may be developed in the
future. The active ingredient in the overgarmer.tp for example, is
activated carbon and for good reason. Activated carbon is a univer-
sal adsorbent, i.e.8 it adsorbs on its surface, all polar moleculesp
which include all the percutaneous chemical agents known today. More
important, activated carbon-based systems will work equally effec-
ttvely for any new chemical agents yet to be developed. Activated
carbon has advantages of strong adsorption and an extraordinarily
high adsorptive surface area (approximately 1000 sq met.rs/grani of
materials)

Finally, a "given" that continually must be considered is that
our troops are expected to survive a first attack. US policy is to
not be the first to use chemical agents; thereforep it follows we
will be attacked first and we must be prepared to survive the attack
as a number one priority.

In 1970, the US Army introduced a radicnlly different and new
system in Chemical Protective Clothing, which has been alluded to in
the earlier part of this Introduction. (Figure 1) This system is
comprised of a Chemical Biological Protective Mask, a butyl rubber-
coated fabric hood, butyl rubber handweat and footwear, and a two-
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piece overgarment composed of a nylon/cotton outer fabric and a poly-
urethane foam layer impregnated withh activated carbon backed with
nylon. This ,new system of clothing provides complete protection
against all percutaieous and blistering chemical agents for long
periods of time# when worn as directed.

Fig 1. COMPLETE CHEMICAL PROTECTIVE OUTFIT

Since adoption of these itemsp NAREA)COM has embarked on a series
of research and development efforts to improve the overall properties
of the clothing components while the Chemical systems Laboratory#
ARRADCOM, has continuing efforts ongoing to develop an improved
respirator. rhe NAR.A)COM effort discussed in this paper presents
some of the results of this research and development effort.
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RESULTS AND DISCUSSION

1, Imoroved Flame/Thermal Resistant Overgarme-nt

The new CB overgarment and the other components are all
composed of organic materials that sustain combustion once ignited$
and, indeed$ even when removed froma the flame environmentp continue
to burn to the point of total consumption. (Table I and Figure 2)
it was recogni'zed that certain military occupation specialties
(MOS's) are exposed to flame/thermal flux intensities more often or
more likely than othersp particularly combat vehicle crewmeng heli-
copter pilots$ tankers and the like#

TA6BLE I

FLAME TESTS ON CHEMICALLY PROTECTIVE OVERGARMENT MATERIALS

Flame Resistance ?lame Resistance
Method 5903 Method 5905

Fabric System AF(sec), AG(sea) CL(n) Af(sec) (% Consumed)

Standard Foam/
Nylon Tricot
Laminate 44 * 6.5 *1 100

ideal Garment
(Goal) 0 0 3.0 0 20

*Sparking occurs during afterflaming but glowing stops when flaming
stops

**Consumed during test so no afterflame measured

The standard overgarment was placed on several mannikins and exposed
to the fire pit test. The uniform caught fire almost immediately and
continued to flame after removal from the flame sources The flames
had to be extinguished or the garment would have continued to burn.
When the garment w.as re-examined at that time# the uniform was mostly
destroyed* In addition, the mannikins w,.re equipped with sensors
capable of measuring both the heat flux and the temperatures reached.
These measurements showed that if the matnikin had been a soldier
dressed in the overgarment and exposed to such a heat flux, second
and third degree burns could have been expected& The experiment was
repeated several times* Both the results mentioned and the flaming
as shown in Figure 2 were typical in every case.
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11.0%

Fig 2. STANDARD OVERGARMENT 8 SECONDS AFTER FIRE PIT EXPOSURE

A product improvement effort was therefore initiated at NARADCOM
to attempt to make the overgarmentp at the very leastp flame-resist-
antq and hopefully# flameproof. A number of approaches were at-
tempted and the most successful approach selected as a modification
to be considered for an improved item to be adopted in 1981.

The concept we have utilized is one never before successfully

utilized in clothing. The principle is called "Intumescence.1t Our
experiments have shoi-m that utilizing this principles slightly mod-
ified# a flame-resistant overgarment system can be developed which
offers excellent flame/thermal protectiorn.

The basic principlu oe "Litumesccncu" is the formation of a
protective foam upon the application of a high thermal flux or flame
sources The foam provides a thermal insulative barrier a.ainst the
transfor of heat to the object. Intumescent paints have been used
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for a number of years to protect surfaces of wood and metal in a
variety of applications,

Basicallyp an intumescent formulation is composed of three
descriptive components# a chemical that can be thermally decomposed
to a strong dehydrating acid which once formed# dehydrates a second
chemical quickly to copious quantities of carbon particulates. A
third chemical is usually present that liberates gases at an appro-
priate temperature to foam the newly formed carbon particles,

In our case # with the overgarment foamp we were able to do away
with the latter foaming component since we were already dealing with
a foam item, Thereforep all that was needed was the dehydrating acid-
forming chemical and a chemical readily dehydratable to carbon. For-
mulation experiments with this system finally resulted in the best
combination of a commercial ammonium polyphosphatep tripentaw
arythritol and an wrylic binder to hold the chemicals in place in the
foam.

in addition, the nylonacotton outer fabric which could pose a
flame and melt drip hazard was replaced with a flame-resistant Nomex
1l1, Finally, the nylon supporting backing material which also was
a hazard was replaced by a lightweight cotton fabric. During the
processing of the intumescent foam, which contains the backing fabric
for strength, the cotton fibers absorb sufficient intumescent chemi-
cals rendering it alsoe flame/thermal resistant. Figure 3 shows the
comparison between the standard and flame-resistant modified over-Sgar-menats

POLYURETHANE FOAM,
ACTIVATED CARBON, lINDER

,oOMLI 4U,,. A,--"cr
NOMIX 456

POLYURETHAN FOAM,~ TENACTIVATED CAn6ON COOI,N
POLYPHiPHA T, PINTAIRYlNUMMl

u111p 1im yUORMA11r

Fig 3. COMPARISON OF STANDARD AND FLAME RESISTANT OVERGARMENTS
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The laboratory testing of the improved overgarment showed that
thc goals listed iii Table I were met or exceeded. Uniforms were made
of thef new matercial, p laced on instrzumented mannikins and exposed to
fire pit testing. In the fire pit, the overgamnent survived a 1200°F
fire completely intact. (Figure 4) The sensors on the mannikin in-
dicated that the mannikin had received no second or third degree burns
whatscever.

Chemical nar'nt protective qualities are not seriously degraded by
this intumescent formiulation. In fact, tile same system exposed to the
fire pit test provided over 24 hours protection when tested against
both mustard gas and a nerve agent (GB).

Another approach which could be considered to improve the over-
garment would be to make the foam thinner. In this way, the comfort
factor could be enhanced and from a design point of view, alternate
configurations could be considered such as CB protective liners
instead of ov•rmgaiiiients, The limitation of this approach is a mech-
anical one' conunercial production equipment is not likely to be able
to cut foam thickness less than .050 in. thick, at least with the re-
prloducibility and consistency required for these kind of materials.

m2

FI g , FLAME IIARIDENED PROTECTIVE GARMENT AFTER F IlRE PIT EX),P.SI.l, ,
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Foam thicknesses of .050 in. have been prepared3 impregnated with
activated carbon and are currently being evaluated. Another alter-
native currently being explored is the possibility of spr4ying the
foam directly onto the fabric in which case very thin foam thickness.
as can be achiavee. A considerable amount of work has yet to be done
before decisions ,... be made as tu i.,hether this approach has practical
merit.

2a Cemical A& , Protective Textile MAterials

If one were able to develop a chemical agent protective
activated carbon-booed textile systemp it would have merit for many
reasonse Such a system could provide increased drapep comfort and
possibly could be laundered and regenerated. Because it would not
have its activity lowered by the presence of binders or flame bondingo
longer chemical agent protective lifetimes could be anticipated.
Longer lifetime in storage could be realised resulting in consider-
able savings.

Four possibilities exist whereby one could transition activated
carbon into textile fibrous systems. Figure 5 illustrates theme
possibilities.

VOI) SPACKII 1A ft)ACTIVATED CARBON 161) PI.NAL SUMFACIEI
P1515AREA

ACTIVATED CARBON

ACTIVATED CHARCOAL
PL, S A SMALL AMOUNT

ACTIVATED CARBON OF POLYMEIR SINOMCOATED Fti[SK",',,R,, "
COTC ,",, ,, •: • POLYMER CORE

, '- THIN AM4IN OF POLYMCM

UNIFORM D31IIPISIONPOYE

0F ACTIVATED CARBON '. .....IN A POLYMER FIBER ~ ,~ ;YK CACA

OP~~4 ACTIVTI ARSO

PARYICL E HACA

HOLLOW FIBER
CnNTAINING . ACTIVATEO CHARCOAL
ACTIVATED CARSON ,. PARTICLS

--- POL.YMER 511ATH

Fig 5, ACTIVE CARBON FIBER TYPES
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PLuruaC aLVLvaLo ccarbon i~boirn can be made by several differ.
ent. pvoCos:aL!a Mijb wAll. no0L be discu!,sed In thisi paper. Probably
the la~rguasL ý;'iiglo d:L S,.dvt'MLaj0 Of ;1CtivatUd carbon fibers is the
brittlu 1LIaturak Of tIQcno liburq anld 11Air laCk Of strength. One way
to overcomo tLhu,,; LC.l'icioticics ts to wrap Or braid the carbon yarns
With annthur fiber to give tim resulting composite fiber, flexibility
and Latruni.,;tl. litlh fibcrs of this typu and fabric. 1ave been made
usi.ng thl-. appl onchI F igtro 6 show, ii fabric maide of a cot ton-
Wrapped LI nt Lv LutL carba i ymn : and Li ou knttiL ed L11tO a f.abric With
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Experimental uniforms of these fabrics huve been fabricated and
evaluatcd from a comfort point of view with results indicating
improvements over the standard foam overgarment. These same uniforms
have been worn in troop trials over obstacle courses and the report
from these tests indicates a high degree of acceptance.

Another approach is the concept Of activated carbon fabrics. In
this casep we select a precursor already woven which by judicious
selection of temperature and gaseous environments can be converted to

a fabric with high sorption capacity and adequate strength. Because

no binder is present, the activity of the active carbon fabric is all
KI retained, The precursors which have been actively considered for the

preparation of active carbon fabrics are acrylic, rayon and poly-
acrylonitrile (PAN) !abrics, Of these, the polyacrylonitrile has the
advantage of providing a greater yield of end products than do the
other twoo At NARAIGOM, experimentation is being conducted on carbon
fabrics prepared from both rayon and PAN fabulcs, but we have an
active interest in a third precursor, pitch. Work to date on pitch
fabrics has shown that very high yields are possible along with cone
siderable activity and moderate strength. This work is continuing
to optimize the process and to produce the fabric quickly and cheaply
on existing equipment, This could result in a completely domestic
source of active carbon fabric,

be Hollow Core Activated Carbon-Filled Fibers

A second approach wherein one could enter the field of
activated carbon-based textile systems is one where activated carbon
particles are contained in a microporous hollow fibers The potential
advantage in this concept is that one would have basically a textile
material or fabric that would serve as a chemical agent protective
assembly when these chemical agents were presents At all other timess
it would function as a standard fabric offering the wearer the advan-
tages of any textile system.

For illustrative purposesp a scanning electron microscope
photograph of a. hollow fiber filled with particulate activated carbon
is shovim in Figure 7. This is a cross-section of the as-spun fiber
200 microns in diameter which after drawing will be reduced to 75-
100 microns. This latter dimension ib well in the range of practical

textile fibers,
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In Figure 8# the scanning electron micrograph shows a
spherulitic crystal structure separated by extended chain crystals.

Fig 8. MIOROSTRUCTULE OF HOLLOW FIBER WALL (3000X)

Pores capable of high pOrlc'10tLon rates are available both be-
tween spherulites and as shown in the photograph within the
spherulite itself. Fabrics have beon woven ol these fibers which for
all practical purposes havo the feel and appearanco of a regular
fabric.
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In conclusion, a variety of approaches are being considered for
the continued development of improved chemical agent protective
clothing systems* The development of enhanced protection via improved
activated carbon systems is leading the procession of new material
configurations followed by a number of alternate routes any of which
could alter the picture of what materials will be used in future
generations of Chemical Protective Clothing,

As expected, laboratory measurements of the sorptive capabilities
of the active carbon in these textile forms is high. Research and
development efforts are continuing to ascertain the limitations, ad-
vantages and disadvantages of these approaches. Overall we expect
the advantages will far outweigh the disadvantages.

3. GB Protection for the Extremities

Thus far, little has been said about the butyl rubber compo-
nents of the current chemical protective clothing.

Experiments to develop improved elastomers are under way. The
need for enhanced chemical agent protection$ enhanced flexibility,
and physical tactility are properties that are being emphasized@ How-
ever 3 we must also consider the desirability of countering disadvan-
tages such as the flamnmability and the marked tendency of butyl to
swell in petroleum solvents. One avenue of research has been the
exploitation of a novel rubber called phosphazene. This family of
elastomersp based upon the backbone of phosphorous and nitrogen and
containing side groups has unusual properties, These properties in-
clude a high degree of flame resistancep good low temperature flexi-
bility and good resistance to swelling in petroleum solvents. The
resistance to chemical. agenLs is good and can be enhanced by compound-
ing and curing variations. This work is currently under way at
NARADOOM and has had an additional spinoff. Some of the compounding
ingredients and methods which enhanced the chemLcal protective qual-
ities of phosphazene rubber appear also to have beneficial results
when applied to conmnercial elastomers.

SUMMARY

Generallyo three areas of active research have been identified
in this paper. The first is the flame hardening of the overgarment
which is proceeding with high success and an objective of imple-
mentation by 1981. The second area discussed involved the various
methods of utilizing a sorptive material such as active carbon, These

approaches such as active carbon fibersm active carbon fabrics, and
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hollow fibers are still in an experimental stage. The third areap
protection of the extremities$ has produced some very interesting
results but needs more work to reduce the concepts to reality in terms
of availability and cost. These three areas were chosen because of
the progress made in each area and because they hold the prospect of
high success potentials

Other approaches have been and are being considered. They in-
elude the use of reactive groups alone or combined with sorption.
The XXCC 3 impregnated garment long in the Army system utilized a
chloramide to react with the mustard gas and Vwtype nerve agentsp
while chlorinated paraffin sorbed the O-agent, We would anticipate
that future combinations would be based upon the insertion of appro-
priate functional groups on a sorbent material like carbon or a
fibrous material. The problem is that a particular functional group
may be fine for one agent and poor for another. Antagonistic func-
tional groups on the same substrate might be unstable.

A second approach could utilize membranes in their broadest
sense. The membranes would have to be barriers against the larger
molecules typical of the chemical agents while allowing passage of
air or better still$ moisture. Some types of membranes may encour-
age the passage of water vapor while discouraging the passage of
other molecules. We are considering these latter approaches but
realize the difficulty in producing durable garments with universal
chemical protection from these perhaps more novel techniques,
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THE ROLE OF ENDORPHINS IN THE PATHOPHYSIOLOGY OF SHOCK AND
THE THERAPEUTIC BENEFIT OF OPIATE ANTAGONISTE (U)

*JOHN W. HOLAJ3AY, Ph.D.
ALAN 1. FADEN, MI.Al FW

DEPARTMENT OF MEDICAL NEUROSCIENCES, DIVISION OF NEUROPSYCHIATRY
WALTER REED ARMY INSTITUTE OF RESEARCH

WASHINGTON, D.C. 20012

INTRODUCTION

The initial management of shock and trauma on the batt~le-
A field Involves the rapid administzation of iutravenous fluids. Not

only does this thcrapy require a skilled techni±cian, blA. the problems
4, of Etorage and availability of these fluids results in potentially

fatal delays in treatment. In additiol., the standardi therapies
employed iii treating shock (e.g., fluids, steroids, and vasoactive
agents) may not always reliably reverse the shock states which rosult.
from endotoxenia, hemorrhage, or spinal cord injury. We have Bought a
drug which wotild allow for the rapid qtabill.zation of shock on, the
battlefield with minimal demands for 'technical skills and witl~uut the
problems of stnrage and availability. We have shown that the opiate
ancagonist naloxone may be such a drug.

WiLoin the. past five years, it has been determined that
opiate-like substances exist within the body and are involved in a
v'ariety of physiological and pathophypiological functions. Available
evidence suggests that these endogenous opiates, collectively termedI
"endorphins", alter pain perception, body temperature, respiration,
and may subserve other roles as well (1).

1LIs also kno'tn that endorphin systems are activated by
stress (2,3) and that endorphina, like morphine, can produce marked
hypotensioca following pharmacological administration (4) . Since
shock states are characterized by profound physiological stress, we
iav,ýagated the possibility that the stress Of shock would activate
endc'rnhin systems and thus contribute to the hypotension which
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characterizes the shock syndrome. More importantly, if endorphinsK
contribute to this pathophysiologiral. effect of shock, Lhen blockade
of endorphins by opiate ancagonists shou'd reverse the hypotension of
shock.

In this report, we present evidence that the pure op1l&te
antagonist naloxone rapidly Increases blooi pressure and decreases
mortality associated with shock caused by eidotoxemiii, 'hemorrhage, anid
spinal-cord t~ransection. Shock studies cond cted in rats, cats, and
dogs demonstrate these therapeutic effects of naloxone across a varie~ty
of species. Addition~lly, nalo.u.one treatment significantly improves
neurologic re,..overy (paralysin) after spinal-cord injury In the eat.
Results from additional exparimerts provide evidence for the site anid
mechanisms of these therapeutic e.t'focts of naloxone.

HATERIAL[t ýýN METIIODSt

Endotoxic and h-emorrhaaic Shock in Rats. Since m.any anes-
thetic agents cause release of eadorphins, we elected to study iinailes-
!.iietized rats. Twenty-fout hours prior to btudy, catheters were
placed in the external jugular vein and tail artery; both cannulne
were passed subcutaneously and threaded through a wire spring which
was secured to the occipital. area. Th13 methodology, desicribed in
detail elsewhere (5), permitted avaluation of conscious, f'ree.Ly moving
animals which remained in their home cages and which were not subjected
to the stresses of handling immediately prior to study. Blood pres-
sure (B~P) and heart rate (HR) were continiuously recorded ucing a
microtraneduccr connected to a polygraph.

Encherichia coli lipopolysaccharide. ondotoxin was adminis-
tered intravenously at a dose of 12 mg/Kg. When mean arterin: pres-
sure (MAP') had declined to a pre-estabilished level of 65-70 tmi 11g,
animals received equtal volumes of either saline or naloxune hydro-
chloride in varying doses.

For hemorrhagic ushock, rats were prepared an described
above. On the day following surgery, hemorrhagic shock was produced
by withdraving blood from.i the venous cathbeter. XkP was maintained at
40 mm Hg for a period of 20 minutes. This methodology resulted in the
withdrawal o~f approximnitte.y 50% oF the animals total blood volume. by

*VTn coniucting the research described in this reporL, the invcst iga-
tars adhered to the 'Guide for Laboratory. Animal Facilities and
Care', as promulginted by the Committee of the Guide for Lahoratory
Animal Facilities and Care of the Institute of Laboratory Animal
Resources, National Academy uf Sciences, National Research Council..
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the time of treatment and produced a 50% mortality in untreated rats.
Animals were matched in pairs according to pre-treatment MAP, with 15
animals each assigned to either a saline or naloxone treatment group.
A naloxone dose of 1 mg/Kg, given as a single iv bolus, was employed;
saline controls received equal-volume iv injections,

Endotoxic and Hemorrhagic Shock in Dogs. Because of surgi-
cal proceduree required for monitoring more complex cardiovascular
parameters in dogs, studies were conducted on pentobarbital anesthe-
tized animals. It was shown that naloxone has no significant effect
on these parameters in the pentobarlital anesthetized, unshocked dogs
used as controls. MAP was moritored through a femoral artery cathuter.
A pigtail catheter was placed in the left ventricle (LV) and the first
derivative of LV pressure with respect to time (LV dp/dt max) was used
as an index of LV contractility. A triple lumen Swan-Ganz catheter
was passed into the pulmonary artery to measure pulmonary arterial
wedge pressure (PA ). This catheter was equipped with a thermistor
tip to permit determination of cardiac output (CO) by a thmrmodilution
method. Total peripheral vascular resistance (TPVR) and stroke volume
were calculated from the CO, MAP and HR.

All animals received iv E. celi endotoxin at a dose (0.1
mg/kg) which produced a mortality of 80% at 24 hours in untreated ani-
mals. Following endotoxin administration, dogs were treated intra-
venously with either saline (14/group) or naloxone (2 mg/Kg;
6 dogs/group) in an equivalent volume. Survival was monitored at
24 hours.

For hemorrhagic shock studies, anesthetized dogs were pre-
pared as above. These animals were bled down to 45 mm Hg and this MAP
was maintained for 60 minutes. At this time the animals were treated
with either nalcxone (2 mg/Kg iv bolus, 2 mg/Kg/hr, n-5) or saline at
equal volumes. One hour after treatment, shed blood was returned to
surviving animals.

Spinal Shock and SpinalTrauma in Rats and Cats. Pentobar-
bital anesthetized rats and cats were studied, Rats were prepared
with cannulae in t:he external jugular vein and tail artery; a guide

tube was also affixed to the cranium for intraventrlcular (ivt) drug
injectionu. Cats were anesthetized with pentobarbital, immobilized
with gallamine triethiodide, and artificially ventilated. A femoral
artery catheter was ennucted to a transducer to measure BP; heart
rate (HR) was also monitored, A pigtail catheter was placed in the
left ventricle (LV) through the right common carotid artery for meas-
urerient of cardiac coaitractility. Drugs were administered iv through
a cannula in the femoral vein.
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Both rats and cats were subjected to a dorsal laminectomy

which exposed the spinal cord at the level of the seventh cervical
vertebral (C7) segment. Following transection of the spinal cord, MAP
fell to 20-30 mm Hg below baseline. In rats, the effects of iv as well
as ivt injections of saline or naloxone were studied. Cats received
only Iv injections of these drugs. Doses and numbers of animals stud-
ied are depicted in figure legends.

A spinal-cord trauma technique was used tn study the effects
of naloxone on blood pressure and nr..;rological outcome after spinal
injury. After cannulating the feinoral artery and vein, a calibrated
weight (20 grams) was dropped 25 cm (a 500 gram-cm force) onto a 10 mm

plastic impact plate placed upon the spinal cord exposed at C7 as above.
Forty-five minutes after injury, cats were treated intravenously with
equal volume of saline or 2 mg/Kg naloxune. Cardiovascular parameters

were monitored for tour hours, after which catheters were removed and
the laminectomy site was surgically closed, Animals were allowed to
recover in home cages, and neurological examinations using a 5 point
scale described elsewhere (6) were performed at 24 hours, 1, 2, and 3
weeks later.

RESULTS

Figure 1 demonstrates the rapid improvement in blood pres-
sure produced by 10 mg/Kg naloxone in an unasthetized rat subjected to
endotoxic shock when compared to a saline-injected control animal.
Following the precipitous drop in blood pressure produced by endotoxin,
saline was without effect on this parameter. By contrast, naloxone
produced a rapid return' in blood pressure to control levels within
seconds following adminIstration (Fig 1).

A comparison of MAP and pulse pressure (PP; v crude index of
cardiac performancL) with and without naloxone for a group of rats Is
seen in Fig 2. After endotoxin hypotension, naloxone treatment
resulted in a significant improvement In MAP and PP, whereas saline
treatment was without effect. Additionally, naloxone administered to
normotensive control rats not subjected to endotoxemia had no effect
on these parameters, indicating a selective action in reversing shock
hypotension instead of a direct effect of the.' drug by itself.

In other studies (data not' shown), dose responsu effects of
noloxone were determined (7,8). A dose of naloxone as low as 0.1
mg/Kg wts shown to significantly improve MAP and PP, however maximumn
responses were obtained with 1.0 mg/Kg and 10.0 mg/Kg naloxone.
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Fig. 3. Representative polygraph recordings showing the
effect of maline (S, top) or 1 mg/Kg naloxone (N, bottom) on
blood pressure following hemorrhagic hypotension. A 0.3 ml
saline flush (F) was used to ensure drug delivery.

Figure 3 shows the effects of naloxone on blood pressure fol-
lowing hemorrhagic shock in representative rats. Naloxone, at a dose
of I mg/Kg, significantly improved MAP and PP when compared to saline-
inj-cted, control rats (Fig. 4), More importantly, in this model of
hemorrhagic shock, naloxone significantly improved survival with 13 of
15 naloxone-treated and 8 of 15 saline-treated rats surviving 24 hours
(Fishers exact probability test, p<.05).

As seen in rat studies, the hypotension resulting from both
endotoxic and hemorrhagic shock in dogs was rapidly reversed by nalox-
one at a dose of 2 mg/Kg iv (data not shown). Cardiac output (CO) was
shown to be significantly improved (Figure 5), probably as a conse-
quence of the increased cardiac contractility (CC) produced by nal-
oxone in both shock models (data not shown). The fact that CO, and
MAP all increased following naloxone injection, and venous return as
well as total peripheral resistance were unchanged, suggests that
naloxone was exerting its therapeutic effects directly or indirectly
by improving cardiac contractility.

More critically, nalcxone significantly improved survival
following endotoxic or hemorrhagic shock in dogs. Twenty four hours
following endotoxin treatment, 3 of 14 saline treated dogs (21%) were
alive, whereas 5 of 6 naloxone treated animals (83%) nurvived. With
hemorrhagic shock, results were even more striking. All of the nal-
oxone-treated dogs survived 24 hours following hemorrhage nnd none or
saline-treated animals remained alive.
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Fig. 4. The effects of 1.0 mg/KS naloxone (0--6) and
saline (kA) treatment on MAP (top) and PP (bottom) following
hemorrhagic shock. Naloxone treatment significantly improved
these cardiovascular parameters, whereas saline was without
a significant effect. Fifteen rats were studied in each group;
vertical bars are + SEM.

Spinal shock, which occurs following transection of the
spinal cord, is also known to significantly reduce blood pressure. In
rats, 48 jig of naloxone's active (-) or "levo-" isomer injected into
the ventricles of the brain (ivt) produced an equivalent improvement
in blood pressure as seen with 10 mg/Kg (-) naloxone injected paren-

terally. The (+) isomer of naloxone, which is chemically identical to
"(-) naloxone but biologically inactive at opiate receptors, had no

effect on BP following ivt injection (Figure 6). These findings Indi-
cate that the effects of naloxone in this model are mediated by opiate
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CARDIAC OUTPUT
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Fig. 5. Cardiac output (CO) was measured before and after
treatment with naloxone or saline in canine models of shock. The upper
figure demonstrates the decrease in CO produced by endotoxic shock; the
lower figure represents the effects of hemorrhagic shock on this mea-
sure. Naloxone-treated dogs (O-O) experienced a sustalned iiicruat
in CO, whereas CO in saline treated animals (0--6) continued to declint,
over time (injections at arrow). Data points for snline-tret'ed dogs
subjected to hemorrhagic shock end abruptly (bottom [igurv) invce all. 0
dogs died before shed blood cuuld be reinfuscd. Vertical bars are + SEM.
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receptors within the central nervous system (9,10). Injection of this
very small ivt dose of (-) naloxone parenterally produced no effect.
The fall in body temperature as well as respiratory depression follow-
ing spinal shock were also reversed by naloxone (data not shown).

BLOOD PRESSURE

INTRAV[NOUI

b3

0.

., INTAETIUA

-10 TCTNN

IT INUTES POST TREATMENT

Fig. 6. Following rapid transection of the spinal cord in
rats, MAP fell about 20 mm Hg. Rats receiving intravenous naloxone (top
graph, 10 mg/Kg, 11 rats/group) had a sustained increase in MAP. In
the bottom givaph, the effects of 48 Vg (-) naloxone (0-6) were "om-
pared to the effects of 48 mg (+) naloxone (&,-&) or drug vehicle
(O--0) following intraventricular injection in spinally trantiected,
hypotense rats (6-7 rats/groui.). Vertical bars are + SEM.
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Following spinal cord trauma in cats, BP was again seen to
drop approximately 15-20 mm Hg. Naloxotie injections produced a signi-
ficant increase in MAP, and saline was without effect on this measure.
Neurologic examinations demonstrated tha•t the naloxoue-treated cats had
significantly less paralysis than saline-treated animals at 24 hre, 1,
2, and 3 weeks following spinal trauma (data not shown).

DISCUSSION

The therapeutic efficacy of naloxone has been demonstrated
following endotoxic shock in rats (1,7,8) and dogs (13), in hemorrhagic
"shock in rate (14,15,16) and dogs (17), and following spinal shock in
rats (9,10) and cats (11,12). Since nalc~xonc has been described as a
pure opiate antagonist, its effects in altering physiological and be-
havioral parameters have been used to infer a blockade of endorphin-
mediated events (1). From this perspective, our findings summarized
above provide experimental evideace that endorphin systems signifi..
cantly contribute to the pathophysiology of shock produced by a variety
of means in different species. More importantly, the therapeutic
efficacy of naloxons in all of these shock models points to its poten-
tial clinical utility in improving survival and recovery in humans.

Since we have Ahown that doses as low ag 0.1 mg/Kg naloxone
have therapeutic benefit in animals requiring greater than 100.0 mg/Kg
for toxic eftects, the large therapeutic ratio for this narcotic an-
tagonist indicates a wide safety margin for its clinical use in treat-
ing shock.

Studies on the site and mechanism by which endorphins con-
tribute to shock pathophysiology have recently indicated that pitui-
taoy endorphinn gain access to the CNS where they ultimately produce
the cardiuvascula" manifestations which characterize this syndrome
(15,16). In those expcriments, it was demonstrated that animals with-
out pituitury glands, (hypophysectomized) do not respond to naloxone
following hemorrhagic shock. By contrast, in control animals with
intact pituitary glands, 10 jig of naloxone i.vt effectively restorud
blood pressure, thus indicatLing a CNS site of action for there
pituitary endorphins (16).

Once in the (CNS, endorphins appear to act (in specific opiate
receptors since their effects are stereospecifically reversed by minute
amounts of naloxone. Data obtained from spinally transected rats and
cats indicate that parasympathotic centers, possibly in the brainstiem,
are invol-ed. The action of endorphins in this region appears to in-
directly depress cardiovascular finction via the vagal-cholinergic in-
put to the heart (12). Lastly, '.he end result of endorphin effects in
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shock are to depress 'ardiac contractility and thereby decrease cavdiac
output and MAP concomitantly (12,13,17),

Recent data indicate that the improvement in blood pressure
following injury to the spinal cord is associated with an improvement
"n neurological recovery (6). Collectively, these findings predict
that the therapeutic effects of narcotic antagonists such as naloxone
may significantly improve ourv.val and functional recovery following
battlefield injuries.

SUMMARY

r We have shown that the speciflc-opiate antagonist naloxonerapidly improved blood pressure and significantly decreased mortality
associated with endotoxic, hemorrhagi', and spinal shock, These thera-
peutic effects of naloxone In the treatment of shock were demonstrated

in rats, cats, and dogs. In addition, naloxone was shown to signifi-
cantly decrease the paralysis resulting from spinal-cord injury in the
cat. Available evidence Indicates that naloxone produces those effects
by antagonizing endogenous opiates (endorphins) secreted from the pitui-
tary gland in response to the stresseg of shock or spinal trauma. More-
over, these endorphins appeared to depress cardiovascular function by
ucting at opiate receptors in ý.rcam of the brain which regulate cardiac
contractility. Our findings predict that the use of naloxone in the
care and management of battlefield Injurics may significantly improve
survival and functional recovery.
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INFRARFD TRANSMISSION MEASUREMENTS THROUGH
SCREENING SMOKES: EXPERIMENTAL CONSIDERATIC9NS

GERALD C. HOLST, Ph.D.
CHEMICAL SYSTEMS LABORATORY, USAARRADCOM

ABERDEEN PROVING ROUND, 11D 21010

1. INTRODUCTT-3N

In order to evaluate the effect of tactical screening smokes on
infrared transmission, it is necessary to understand the complex intet-

Sactions among many variables. The transmission depends upon the bulk
properties of the material (e.g., index of refraction), as well as the
particle-size distribution, concentration, and pathlength. The

• •mea-iured or apparent transmission can be quite different frum ttic true

transmission because several simple basic facts ',ften overlooked.
Therefore, it becomes quite difficult to compare , from different
laboratories or from field tests because the experimental methodology
is different at each location.

In principle, .t is possible to calculate the transmission of the
smoke if the particle-size distribution, concentration, pathlength,
and the complex index of refraction are known. But these parameters
are tiot aiwiiys known precisely, and one resorts to experimentation Lo
def [no them. The experiment becomes that of introducIng a smoke with
unknowii infrared properties between the target and the detector. The
ratio of the signal received with smoke to that without smoke is
taken as the transmission.

In addit'o,-x to transmissometers, the effects of screening smokes
on thermal imaging systems is of interest. The experiment is similar
to the transmisiometer test. A smoke is introduced until the target
con no longer be perceived by an observer. The amount of smoke
requilred Is a measort of the smoke's obscuring power. A second type

'v' iment conl.;1stns ol Intrroducing a "standard" smoke between several
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different imaging systems and a target. The concentration is increased
until the target has disappeared on several imaging systems. At this
point, certain conclusions are drawn about the smoke's screening
effectiveness, but the results may be a measure of the syscem's behav-
ior and the observer's ability rather than the smoke's effectiveness.

Presented in sections II through V are the basic principles that

thc experimentalist should consider before designing the experiment.

II. Laser Transmission and Scattering

Using Beer's law it is porisible to calculate the transmission of
an aerosol when thea ass extin(t'ion coefficient d, the concentration

C, and the pathlength L are known:

T ,, EXP - •(4() di I

Assuming spherical particles, a can be calculated from the Mie scat-
teiing theory:

3 Nra _r Qrm, r/) dr (2) 'r/)f) r d

where Q is the Mie scattering faccor, p is the mass density, m is the
complex inde>: of refraction, r is the radius of aerosol particle, A is
the wavelength, and N(r) is the number density sizn distribution. The
reason that a is usually obtained experimentally is that often neither
m nor N(r) is known. From equation (2), it follows that, if the size'
distribution changes, than a will change also. Any dynamic process,
such as coagulation, ýodlmentatlon, or introduction of a new aerosol
•ith a dlffsrent size dtstL'ibution, will change N(r). For hygroscopic
smokes, such as phosphorus and 11C, the vize distribution will dopend
upon the relative humidity and hence, a will be a function of relative
humidity.

In recent experiments, fog oil smoke was produced by a vaporization

condensation method. A laser transmissometer operating at 1, - 0.6328

Vrn measured the transmission as a function of time as shown in figure

1. The concentration was simultaneously obtai:ved as showni in figure
2. The size distributicon was obtained with cascade impactors at time
t - 0.0 min and t = 51 min. The mode diameter increased and the total

number of particles greater thatn 2.0 ýim actually increased, suggesting

that coagulation has occurred. Thus N(r) is changing wlth time. !NIlng

the data in figures I and 2, the extinction coefficient was calculated

and is plotted ia figure 3.
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100

TIME (MINUT181

FIGURE 1. Transmission of a fog oil smoke as a function of tinte. Data
obtained with a ileNe laser transmissometer (X - 0.6328 pim).
Laser pathlength was 1.2 m. Since the transmission is
changing with time, some type of dynamic process is occuring,

0.1 1 1 111 1 1 11

1 10 ~~~TIME (MINUTIES) 0 00 T

FIGURE 2. Mass concentration of a fag oil smoke as a untwtian of L Lme.
Dats obtained by gravimetric analysim of glass fiber fil~t(-rs.
Trhe aerosol wns aspi.rated far 1 mJInute far en .cli SATIP ýLo. i

aerosol is stable for the first 20 minutioe.
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'FIMM] 3. Calculated extintction coefficiesnt as a function of time fora fog oil smoke, The tranmisaion data shnwn in Figure 1,

mass concentration data shown in Figure 2 and the pathlength
L - 1.2 m was used in Beer's law. Since a is a function of
time, the age of the cloud is significant when specifying c

As a general rule, coagulation becomes significant when the num-
ber density exceeds I00 particles/cm 3 and the diameter is leps than
I Pm. Sedimentation, on the other hand, dominates when D > I pm in a
chamber.

The extinction coefficient derived from Mie theory oalculations
assumes that any light mcattered out of the incident beam contributes
to total extinction. These calculations *gnernlly assume that thnI
incident beam is a plane parallel wave of infinite extent and that the
detector field of view (FOV) is essentially zero. In realitý, the signal
detected will depend upon how much scattering has taken place. Middle-
ton( 1 ) has shown that even for the single scattering case the amount of
detected scattered light increases significantly as the detector FOV
increases.

Fur denue aerosols, multiple scattering can occur. Second-order
foriard scattering has been treated thecre -'cally(2). The results8
indicate that, for typical polydisperse naturally occurring aerosols,
a correction factor can be applied to the measured traimmission to
obLain the true e:t:irnction. The factor R which is a function of FOV,
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size distribution and index of refraction appears in Beer's law as

T measured - eanmCI , e"RaTCL (3)

where oa- Measured Tm_
a True 0T

(3)I!ooradian at. al have shown that the detected signal is a
function of receiver FOV for naturally occurring fogs. (See figure 4).

10"1

X - EXPERIMENTAL DATA

!0-2-i ,'a"', , u

PATH LENGTH - 0.96 kmlo

INITIAL BEAM DIVERGENCE 3 itnod

RADIUS OF RECEIVER - 3.8 con

0 2 4 6 B 10 12 14 t0

RECEIVER FIELD OF VIEW HALF ANGLE (DEOHEE)

FIGURE 4. Measured tranamiffssion as a function of receiver field of
view for naturally occuring water fogs (from Reference 3).
The optical depth + - 11.8. The fog was not homogeneous.
The laser transmlsscometer was a frequency doubled Q-swltch-
Id Nd: YAC laser (X w 0.53 pIm). The solid line Is the
theoretical predicticn which Includes multiple scatLerlng
for dense aerosols.

TII. Broadband Dotectorv: Spectral Response Consideration

The extinction coefficient, as shown in equation [, is, in gen-
oral a function of wavelength. For broadhand deteCtort, the measured
extinction is n functtton of the soure teomperature and the clertcitutr
spectral, response, as well as tht, Hpectral tr'iismIss1on of the smoke.
The total flux reaching a detector from a target with emissivity 1:T
at a single wavelength is given by
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F T a-TRT + La (5)

where Ta is the transmission of the intervening atmosphere, RT is the
blackbody power emitted by the target, and L is the radiance of the
atmosphere. When an emiisive smoke is introguced, the flux reaching
the detector becomes

FST Sa TTRT + L a + Ta 11S (6)

where T. is the transmission of the smoke, Lal is the radiance modi-
fied by the smoke, and T I is the transmission of the atmosphere be-
tween the smoke and detector. Rs is a combination of the flux emitted
by the smoke and the flux reflected off the cloud from external
sources.

The current signal generated by these fluxes is given by I-SF,
where S is the sensitivity of the detector. For broadband detectors
the detector integrates over the rqavelength of interest so that

I . I SFdX (7)

With synchronous detection, the !.ource is modulated at some frequency
and the detector electronics are sensitive to this frequency only.
The path radiance and smoke emission are DC components and therefore
are not measured. The measured ratio of smoke to no-smoke currents
becomes

I IS TRT d (R)
r> ST S a T 1�(8

1 0T [S E, R£ dA
OT arTT

<T> is the spectral averaged transmission and depends upon the spec-
tral character of S,Ta, RT, and Ts.

The effect of spectral mismatch between the smoke and the detet-
tor only is shown in the following exaggerated example. Consider
four different hypothetical systems, all of which are nominol ly
classified as 8 to 14 pjm radIometer-transmlusomoter systeims. Thm
spectral sensitivity of each is shown in figure 5, Consider a
screening agent whose transmission Is 80% from 8 to Pi Jw ;nd Irom
100% from 11 to 14 pm for unit pathlength and unit. concentration.
As the smoke concentration increases, the transmin4sion In the i1 to
14 Pm stays at 100%, and the transmission from 8 to I iipm app rooaches
zero. Thus, as far as detector 2 Is concerned, the smoke Is tr;iis-
parent. Since detector I integrates over the entire region, the
transmission approaches 50% and with detec Lr 4, the nr~insLlI ss Ion
goes to aero. Detector 3 shows some Internledliate vflue. I n I I l[i re

252

4



rHO11ST

S iSMOKE TNM

DE¶0CTOR 4

IflTICION 3

DITICTOR 2

UC', CO" I

SI 1 12 14
WAVELENGTH NJMI)

FIGURE 5. Spectral response of four hypothetical detectors. The
relationship between these detectors and a hypothetical
smoke is shown.

6, the expected transmission for each of these detectors is plotted
as a function of conccntration. The values were calculated with
equation 8 and by letting R " - T - 1. Although this example
was exaggerated, the shape of the hyoothetical smoke transmission is
somewhat similar to phosphorus smoke( 4 ,5 ) (t

The effect is not limited to the spectral mismatch of the smoke
and detector. The spectral emission of the target (source) will also
affect the measured transmission or extinction coefficient. Assuming
that the source is a blackbody, calculations indicate that if a
broadband llgCdTe detector Is used, the measured transmission will
decrease from 45% to 39% as the blackbody temperature is increased
from 300 0 K to 10000 K.

Thus it is easy to see that there is no simple waN of obtaining
the smoke transmission with a troadhand detector because of the meas-
ured transmission depends upon the target temperature,.spectral re-
sponse of the detector, and the atmospheric transmission. The atmos-
pheric transmission is a function of pathlength, relative humidity,
temperature, and local naturally occurring aerosols.
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FIGURE 6. Calculated transmission An a function of concentration.
The extremely large difference in transmission between
detector 2 and detector 4 illustrates why spectral responses
must be considered before collecting data.

IV. Tmaging Systems: Minimum Resolvable Temperature Considerations

Tho imaging systems, in addition to having the same limitations
as discussed in the preceding sections, also rely upon the observer's
evaluation of the image. As mentioned when evaluating the effective-
ness of a smoke, the smoke concentration is increased until an vb-
server can no longer detect the target. At this point, the target
signature is below the internal noise of the entire detector-electron-

ics-human observer system.

The noise level is referred back to the input as an equivalent
temperature and is specified as the minimum resolvable temperature
(MRT) above ambient for a "standard" observer and Is expressed as
a temperature differenti[al AT above amblent, The MRT is a function of
the angular subtense a of the target and is plotted for two systems
in figure 7. These systems are Identical In the .sense that for all
targets larger then ac the exhibit the same MRT. At. another target
angular subtense a1 , the MRT of the two systems are given by ATNI tind
ATN2 respectively. Assume that a target in presented before those two
sys Eems and it L,4 AT above the ameblent. If an abHorbing smoke is
placed between the detectors and Li, target, then, since AT, is larger
than AT2 , wtore smoke Is needed to bring the target signature below the
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MRT for system I than for system 2.

4- 3YSTEM 2

4TN3 SYSTEM 1

SATN2
A TN`1

1I/a 1 1/-2

'TARGET ANGULAR SUBTENSE

FIGURE 7. Minimum resolvable temperature of two hypothetical imaging
systems as a function of target angular subtense.

Consider instead that, during two different tests, only system
1 is used and the target sizes are slightly different (ai and a 2 ).
Since AT1 is greater than AT3 , more saike is needed to obscure target
size al. During field smoke trials, actual military targeta (tanks,
trucks, etc.) are used. The equivalent AT of the target depends
upon the emissivity, target temperature, target size, and the spatial
distribution of the heat (e.g., the engine area will be the hottest
area). An equivalent AT is calculated so that the MRT can be used
to describe system performance. Since the spatial distribution of the
heat and the temperature can change from test to test, it is easy to
see that the equivalent AT will change. Therefore, it becomes exceed-
ingly difficult to compare field data. Conclusions reached about the
effectiveness of smoke may result from differences in the detector
MRT or target equivalent AT rather than the optical properties of thesmoke. !

In many field tests, trained observers are not usdd. The rela-
tionship between a trained observer and a casual observer is nut
c[ear. This is extremely important because the systems ,1re character-
tzed by how well a trained observer can perceive targets.
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V. Tage b~curation

Consider, now, an imaging device which processes the detected
flux into various geay levels to produce an image on a TV screen~. Lot
us assume that the device is adjusted so that, before the smoke is

introduced, the hot t~arget will appear as pure white and the back-
grudwl pera lak e sasm htthe device will in-

dsplgay andvths coetroleaen nhote pourths djsoted, eveh gaftleer the

cronotrona (AIC auoaiA ll )/1 dwereI s the gacngsoutand opimuml dith-u

play r ialanys puresent Tnlssi osbehe first modesstyia of laoa orytpe
sytems afndt thermae ond gisgtypical ofsmilitkry wim Thegesystems.

ai oet .u ntis first , tohdr eie wicsruen will no radjusted.fropiu
Theple ard thre osbe condirion whrc will obsurether adutdvnatergtet
asmokeis intrigured8. In the fluxn mdif trentia btweenal atoar ti gaind
bcntround (ACC veryomatcllyhe a relalivtel haingoha tansmoptioum dil

oscurem an taret ina A. typiBaver flitlitr e iss gion/refletinenery. i

necessary to make the entire screen white.

In C, the relationship between emIssion/reflection and attenuation
c:auses the image to disappear intn it gray level and then the entire
screen will be gray. Then I I

ST SH - 10

This resulto in an averaged transmissiton (T) <1/10. it indicates that
the observer: will be unable to ace his tatrget averyt inc the spectral
averaged transmission drops below 10% for at 10 gray level aystem pro-

vided that he does not rendjust his thermal imngiiug system. it the
system is not optimized, i.e., both the background and target are in

the same sense thnt at higher transmlisiiun smoke will produce the satm
effect. Thus, the three canes presented ti re "worst" cases.

Consl der, now, the device which has inf AGC ov one tHint Is read-
Justod for optimuim display aifter the smoke is present. The on ly In-

eqiut I ty thnt exisNts is when thv at tvn~oot on and emi so ion-reflect ion
comb I tCId produces a' sitgnat l. F 1e rentia I a 1 1w tWen th ita irget mnd back(-
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ground that is below the equivalent noise, current, IN:

- < SB~ IN (10)IST ISB N

We can represent this current as an equivalent blackbody RN with
emissivity c - 1, and a temperature differential ATN above the ambient.
Full analysis indicates that )

<Tl> < A T

which is the well-known equation that indicates the spectral average
smoke transmission must be sufficiently small to reduce the target-
background differential below the MRT of the Imaging system. This
average <T1 > is different from that defined by equatit'.n 8.

SCREEN NO SMOKI A B C

I WHITS 1 GRAY
LEVEL

S RY "ST-
LEVILS 161-

LAK TARGET
BACKGROUND

DISTANCE ACROSS TARGET AND BACKGROUND

IARBITRARY UNITI)

FIGURE 8. Three methods OF obscuring a tarchet detected wit:!l ;i Ilerra
imagliig system. With no smoke the target is pure AhLte and
the background is pure black. In A, smoke reduced tl,e
target signature below the black level. In B, the smoke
emission/revlection raised the background into the white
level, In C, emissiori/reflection combined with attenuation
put the tnrg, t-backgronnd intensity differential into a
gray level.

For both systems (e.g., with ACC and without) we have assumed that
the emissiv.ttos were eclunI to one and that the blackbody i"lux was
wavelength Indop•,,,ont and proportional only Io the t rmpe rat ure, In
practice, however, 11MIne of lIhw a*sumpttions are truly valid, and,
therefor'e, w Midst cons!ider t he confl(us I onw as go I do lines rather thln
as facts,
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Because of all the problems associated with thormal imaging sys-
tems, they should not be used to quantify the effectiveness of smoke.
Rather they should be used solely for qualitative purposes.

VI. Conclusions

The various difficulties encountered in measuring transmission
of aerosols have been discussed. Specifically, scattered light,
whether single or multiple, can enter a large FOV detector and give an
artificially high transmission. Any dynamic process, such as sedi-
mentation and coagulrtion, can alter the size distribution and there-
by alter the results of transmission measurements. For aerosol measure-
ments to be reproducible, it is necessary to generate exactly the samesize distribution and concentration each time. A flow chart indicating
possible errors in laser transmissometer measurements is shown in
figure 9.

To intelligently analyze data from broadband detectors, the spec-
tral components of the target, smoke, intervening atmosphere, and
the detector must be known. lo obtain consistent results, in addition
to the aerosol reproducibility requirements, the target temperature and
intervening atmosphere must always be the same. For small pathlengths,
the atmospheric transmission is near 100%; however, for long path-
lengths, transmission depends upon relative humidity, temperature, and
atmospheric constituents, all of whiLch can vary on an hourly basis.
If two different detectors are used, the spectral responses must be
identical. The flow chart illustrating these problems is shown in
figure 10.

Field measurements are extremely difficult because the local
meteorological conditions can disperse the cloud and create Inhomo-
geneities in concentration. Futhermore, recent evidence suggests that
fog oil droplets may partially evaporate. In that case since r Is
decreasing, even the extinction coefficient will change.

Finally, for target obscuration with a thermal imaging system
with an AGC, sufficient smoke must be present to reduce the target-
background timperature differential below the MRT of the system.
The MRT depends upon the angular jubtense of the target. The problernM
inherent to broadband detectors and transmissometers also apply. The
flow chart is shown in figure 11. Note that only trained observers
should be used if the only information available Is the display screen.

258

AlI



ROLST

M¶AY

stAV am,

Is bollevom

FIGURE 9. FloW Chart of possible experimental errors encountered
with laser tranamiaeometers.

LASERIRI ?RAITICT O~R IN31AL 1MI
FI~uRE l'3. Flow chArtON pogribs$ 7xerMmNATUIIerr nonee

with ~ ~ ~ AR badndd tectr

259, IANIIR N

TH 64101-



HOLST

THERMAL OMA TIN UO BY PIfE I

Drt eESIN p 1IM7N7

VATIU At NROAUWI ~~ECQ PCI IV[V RIBIrT

FtGURE ~ ~ ~ ~ ~ ~ ~ ~ ~H SAME Flow chr fpsileeprmna rrr non e

2. A. Deepek and M. A. Box, "Forward Scattering Corrections For
Optical Extinction Measurements in Homogeneous Polydisperse Aerosols",
Applied Optics~, 17, 3169, 1978.

3. C. C. Mooradlan, M. Geller, L. B. Stotts, I. II. Stepheon, and

Drantwal~d, '"B] ue-C.reen Pulse~d I' -upagut ion Through Fog'', App ietd Opt I 's,

18, 429, 1.979.

4. M. Miiham, "A Catalog of Optical Extinction Data For Var~ouH
Aerosol/Smokes", ED-flP-770T2, June 1976.

5. C. C. Hoist and M. E. Mllham, "Examination of the Correlation•
between Laboratory and Field Smoke Extinction Data", in ProweudingH
oIR the Smoke Symposium, t DL, April e1979.

260

withtheral iagin sysems

'R fe en e



*HOOGTERP & BECK

VEHICLE MOBILITY OR FIRING STABILITY
A DELICATE BALANCE

*FRANCIS B. HOOGTERP, MR.
RONALD R. BECK,.DR.

TANK-AUTOMOTIVE RESEARCH AND DEVELOPMENT COMMAND
WARREN, MI 48090

INTRODUCTION AND MOTIVATION

The Army's current interest in mounting a large caliber cannon on
a light weight tracked armoured combat vehicle has precipitated the
evaluation of numerous vehicle-weapon system configurations. Yet the
same question has continually resurfaced: "Is it feasible to mount a
large cannon on a lightweight vehicle chassis?" Questions such as
this can seldom be answered uniquely. The answer in this case depends
on whether there is a strong enough need for such a system and on its
mission, if and when it is fielded. The design community's job is to
come up with the most workable weapon system concept within the given
constraints and to attempt to relate, the performance of this concept
to that of some known combat vehicle. If this task is executed prop-
erly, then and only then, can the question be answered in a satisfac-
tory manner.

The mission profile of such a vehicle dictates that it must be ca-
pable of destroying enemy tanks. Against the heavily armoured tanks
of modern armies, this requires a relatively large cannon. This vehi-
cle would also be expected to perform a reconnaissance role. In order
to accomplish this successfully, the vehicle must possess superior mo-
bility . A further requirement is that it shouldn't cost as much as a

conventional tank. These restrictions are most easily satisfied by
keeping the vehicle weight as low as possible. This tends to keep the
cost per vehicle down and allows a fairly high horsepower per ton
ratio. Any tactical gain obtained from increased vehicle acceleration
performance, given by the high horsepower per ton ratio, will be
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quickly eroded unless a correspondingly good cross country ride per-
formance is designed into the vehicle.

The nverall vehicle survivability can be further enhanced by al-
lowing the cannon to be operated in burst fire mode. This can in-
crease the kill probability significantly in a surprise attack on an
enemy tank. This increased kill probability can only be achieved,
however, if the vehicle's stabilization 3ystem is capable of keeping
the gun pointed at the target in the aftermath of the initial firing
of the cannon. The desirability of burst fire capability is the major
motivation for studying the platform firing stability problem. If the
firing platform (i.e. the vehicle) remains more nearly stationary
while the gun is recoiling from a previous firing, the stabilization
system will be able to keep the gun on target more easily. A second
reason for investigating the transient motions of the vehicle due to
firing the cannon is the possibility that this motion might have an
adverse effect on the crew of the vehicle. This is a problem that is
somewhat unique to this type of vehicle-weapon system. The fact that
this is a concern is testified to by gunners who have fired the M551
Sheridan gun (17.5 Ton with 152mm gun).

The design of a lightweight vehicle to carry a large cannon is not
a new venture for the U.S. Army. Development of the M551 Armoured
Reconnaissance/Airborne Assault Vehicle (also known as the Sheridan)
was initiated in 1959. Approximately 1700 Sheridans were produced at
the Cleveland Tank Automotive Plant by General Motors Corporation for
the U.S. Army from 1966 through 1970 (1). The Sheridan is armed with
a 152 mm main gun and the final design weighed in at approximately

35,000 lbs. The main gun was perhaps larger than desired in some
respects. This came about because of the design constraint to allow
the launching of the Shileleaugh Missile. The 152 mm gun could also
fire conventional ammunition but the vehicle's violent reaction to
such firings, gave many a gunner a severe headache.

The Sheridan had the additional constraint placed upon its design
that it be air dropable. This requirement, along with the necessity
to carry (and fire) such a large cannon, caused certain compromises to
be made in the vehicle design, adversely affecting the vehicle's cross
country ride performance.

The purpose of this study was to perform a sensitivity analysis,
using available simulation models, and to determine the most influen-
tial vehiLle parameters with respect to a vehicle's cross country ride
performance and to the firing stability of an initially stationary ve-
hicle. It is anticipated that ihe results produced will be of assist-
ance to the designer of future vehicle-wearpon systems.
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Before discussing the results of the analysis, we will discuss the
models and methodologies used. The model descriptions will be of ne-
cessity, somewhat brief, but will attempt to give an overall
appreciation for the composition and complexity of each model. The
discussion will also touch upon relevant model verification and vall-
dation efforts that have been accomplished and thereby try to convey
some level of confidence in the results. In addition to discussing
the models, a short dissertation is included on the measures of effec-
tiveness employed for evaluating the ride comfort and firing stability
of the various concepts.

RIDE DYNAMICS MODEL

The vehicle dynamics model employed in this study is a two
dimensional, 7 degree of freedom (for a vehicle with 5 roadwheels on a
side) model. This model is implemented in FORTRAN and is combined
with interactive data entry and postprocessor programs to provide a
complete ride analysis package (4). Briefly the model consists of one
second order differential equation describing the vertica: motion of
each roadwheel and two additional second order differential equations
to describe the hull pitch motion about its CG and the vertical motion
of the CC. The various spring and damper elements are treated in a
piecewise linear fashion. Each of these suspension system elements is
allowed to be represented by as many as nine separate (but connected)
linear segments.

The track effects built into the model are rather simplistic but
recent attempts to more completey validate the model have led to the
inclusion of additional track effects by simply modifying the vehicle
input characteristics slightly. A geometrical presmoothing of the
profile if the terrain to be traversed is performed within the model
and this "snmoothed" profile is then used as the forcing function for
e-ach roadwheel. This presmoothIng produces the approximate path that
a slowly moving roadwheel would follow across the nondeflecting
terrain. This results in very little modification of the milder
profileo and will produce the most significant change to the sharpest
obHtacles. The effective vertical spring and damping characteristics
of the combined roadwheel-track system are entered as piecewise linear
functions. These spring and damper elements are attached between the
mcdifted terrain forcing function and the center of the roadwheel and
are allowtd to react only in the vertical direction.

Ono, additional track effect was inclided for certain ride
stmul ationN per formed. The rebound travels for the front and rear
sprlný-4 were restricte(' to 2.5 inches. The rationale for doing this
1s that the track prevents thease roadwheels from dropping as far as

265

L:



*HOOGTERP & BECK

the intermediate wheels are allowed to. The 2.5 inch value was some-
what arbitrary but was selected after scrutinizing photographs of
tracked vehicles traversing rough terrain. This effect can be
pictured by imagining a vehicle being lifted completely clear of the
ground. In this situation the front and rear roadwheels would actu-
ally be pulled upwards from their static positions by the tension in
the track. In other situations, such as when the front wheel begins
to cross a ditch, a limited amount of rebound travel does occur but
never as much as would for an intermediate roadwheel.

For purposes of this paper, the evaluation of ride comfort will he
considered only at the driver's station of the vehicle. In the con-
cepts evaluated the driver sits nearly directly above the front
roadwheel. The ride comfort of the driver for a particular velocity
over a specified terrain profile is quantified in terms of the driv-
er's vertical absorbed power. Absorbed power can be considered as
being a frequency weighted rms acceleration, or more precisely as the
power absorbed by the driver's body (2).

The frequency weighting is based on the average man's tolerance to
acceleration at The various frequencies and was developed from exten-
sive testing performed by the U.S. Army Mobility Systems Laboratory in
the early 60's. A vehicle's limiting velocity for a given terrain is
considered to be the lowest velocity at which the driver absorbs six
watts of pouer (3).

Terrain roughness for the pur- 40 7 MC
pose of ride comfort evaluations
is characterized by the rms (root
mean square) of the profile mea- 2: 30
sured in inches. A concept's ride
limiting velocity, as defined
above, is determined as a function •20
of the terrain roughness. This .
relationship is considered Lo be o
the measure of the concept's ride W 10
comfort.

Ride comfort curves for two
standard Army vehicles are shown I 2 4
in Figure 1. The solid curves
represent the results predicted lIcrra in rivis ni,)

with this model for the M6OAI tank
and for the MICV armored personnel Fgr
carrier. The individual points, li( I V (I ;Iti()

marked with an "x", for the M6OAI
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were obtained from field tests conducted at Fort Knox in May 1979.
The field tests from which the MICV data (denoted with a a) were ob-
tained, were performed at Aberdeen Proving Ground in Nov. 1976.

PLATFORM FIRING STABILITY MODEL

The purpose of the platform firing stability evaluations was to
assess the relative hull pitch and roll motions for various vehicle
configurations. Two distinct models were employed to obtain the re-
sults presented here.

The first effort was performed using a very large, general pur-
pose, mechanical system formulation and simulation program. This pro-
gram termed DADS, which stands for Dynamic Analysis and Design System,
had been implemented by personnel at the University of Iowa and was
modified, under a contract with the US Army, to support this particu-
lar application (5). Input to the program consists of the inertial
and geometric properties of each body to be modelled and the locations
and types of the various joints that interconnect the bodies. Each
joint may also have a spring and damper associated with it and the at-
tachment points for these elements are described relative to the ap-
propriate body CGs.

The DADS program uses the physical description of the system (in
this case the vehicle and weapon data) atid generates an appropriate
set of equations to represent the system. This set of differential
and algebraic equations is then numerically solved for the user.

It is impossible to do justice to the power and utility of DADS in
the span of a few lines. This program is an exceptional exploratory
modelling tool because of the sophistication and completeness of the
automatLically formulated models. DADS also routinely generates de-
tailed recordings of every force, acceleration, velocity, and
displacement in the system. The DADS formulation, for pitch plane mo-
tion only, for a vehicle with 6 roadwheels per side resilted in a sys-
tem of H6 equations in 86 unknowns. This detailed formulation has
been used successfully to evaluate the firing stability of numerous
vehicle concepts.

Since thin study required the simulation of numerous additional
concept variations, it was decided to develop a less detailed, but
more efficient to use, model. The experience gained with the more so-
phisticated DAI)S model, provided guildance for the new implementaslion
as well as baseline results against which the results of the more ef-
ficlent but simpler mjdevl could be ver Fled.
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The model developed (dubbed PFIRS) was made available as part of a
completely interactive, user oriented simulation package (6). PFIRS
includes equations for hull pitch, roll, vertical, and side to side
motions. The vehicle data representation employed is identical to
that used by the ride dynamics model described in the previous sec-

tion, with the addition of the necessary roll related parameters,
trunnion position data, and the firing reaction characteristics.

This model accomodates firing from an oblique position and allows
the vehicle to be sitting on a sideslope for the direct side firing
situation. Due to the original program requirement for sideslope
firing analysis, small angle approximations were not made for the roll
equations. The pitch angle was assumed to remain small, however.
This assumption was justified by the actual simulations. The largest
pitch angle encountered for any concept was 11 degrees and in the ma-
jority of the cases it was below 8 degrees.

It was also assumed that the tracks would not slide relative to
the ground. This seems to be a reasonable approximation since actual
tests of the M551 firing straight ahead from level, hard packed
gravel, indicated a sliding of only 1/4" (7).

The roadwheel motions are not described by differential equations.
Instead the roadwheels are assumed to remain in contact with the
ground (through the track) unless the associated suspension system

member develops sufficient force to lift it. The justification of-
fered for this approach is twofold. First the deflection of the
roadwheel-track combination is very small compared to the hull motions
of interest and therefore the effect of the roadwheel deflection~s on
the suspension system forces should be minimal. Second, this may tic-
tually be a more realistic representaLlon since we assume that the
ground is nondeformable, and certainly the ronadwheel-track is at hHsL
marginally deformable. This would tend to suggest a position
constraint on the roadwheel rather than the more traditional spring-
damper connection between the roadwheel-track and the ground. This
implementation has the added advantage that it reduces the number of
first order differential equations, for a vehicle with 10 roadwheels,

from 26 to 6.

The performance measure used here to study platform firing sta-
bility is the mnximum change in the pitch displacement (or roll
displacement for firing off the silde) of the vehlrIle. This mcasiire
should give a good indication of stability for eva•n1Lut I thig pt1sible i
application of a burst fire mode of operation to n vehicle weapon sys- !I
ten. Obviously the hlirorontal acelteratiow1 nt the gtnoer' s ,yepluri,,
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also has an important influence on the gunner's reaction to firing the
gun.

If the horizontal acceleration at the CG is also desired, it can
be estimated quite accurately. This fact is illustrated inL Table 1
and is due to the extremely short duration of the recoil force. The
estimated column, labeled EST, was computed by simply taking the maxi-
mum recoil force divided by the gross vehicle mass. The column la-
beled DADS was simulated with the DADS firing stability model.

Gun Maximum Impulse
Concept GVW Bore Recoil Length DADS EST

tons mm ksi msec g' s g's
I 16 75 38 54 1.2 1.19

II 16 90 67 46 2.2 2.09
III 42.5 90 67 46 0.81 0.79

M551 17.5 152 180 22 4.8 5.14

Table 1 Horizonal CG accelerations

It should be noted that the roll results throughout this paper are
for firing directly off the side of the vehicle. The pitch results,
on the other hand, are reported only for the vehicle firing straight
ahead.

simulated with Test
Vehicle DADS PFIRS Results

degrees degrees degrees
I 3.84 3.78 --

I1 7.0 7.34 --

M551 4.2 4.13 3.8

Table 2 Comparison of Maxlmtu Pitch by Model

l!i
Tih firing data available for validating these models wre very

limited. The only usenble data found were for the M551 Sheridan
firing conventional ammuinition from Itm 152mm gtin. The maximim p1trh
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angle recorded for firing straight ahead, while resLing on hard packed
gravel, was 3.8 degrees (7). This compares quite favorably with the
results obtained both from DADS and from PFIRS which are shown in
Table 2. Also presented in Table 2 are two other concepts (the same
concepts as in Table 1) which illustrate the level of agreement
achieved between the two models. These comparisons are offered simply
to verify the implementation of the models. This should not be
misconstrued to imply that the model has been validated. Certainly
there is a need to add to the single validation point offered (i.e.
the M551 firing).

RIDE COMFORT RESULTS

The Army's previous experience at mounting an oversize gun on a
lightweight chassis resulted in a vehicle (the M551) with a vertical
natural frequency of about 120 cpm. This is a very stiff suspension
system when compared to the Army's other tracked vehicles. The natu-
ral frequencies and gross vehicle weights for several such vehicles
are shown in Table 3.

VEHICLE GVW FREQUENCY
ksi cpm

M113 24 92
M551 35 120
MICV 40 94
M60 112 74
XMI 120 72

Table 3 Typical Vertical Natural Frequencies

.he effect of varying a vehicle's natural frequency on the vehi-
cle's ride comfort is illustrated In Figure 2. Each of these concepts
weighed 16 tons and had five roadwheels per side. Shock absnrbers
were positioned on the first, second, and the last roadwheels and ui
jounce damping ratio of 0.6 (the rehnund damping was 2/3 of the jounce
damping) was maintained for each concept. The only differences be-
tween concepts are in the force-deflection curves which descrih• each
spring. The amount of jounce and rebound travel permi ted each
spring, however, also remained fixed at. 14" and 5.5" respecttvelý.

2.
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This portrayal supports the notion that if the suspension is made
too soft the ride deteriorates on the harsher terrains. It is inter-

esting to note also, that the 120 cpm version has the worst ride at
all terrain roughness levels studied, yet this is precisely the design
natural frequency of the M551.

40 40 Damping 60 CPM

%40 CPM 0.6
-~~ 4

-- 0"D=0.6 without

"" 6blow off

>,20 80CPM >020
U

o 0 Damping -

010 0 . t
100 CPM \120 CP-M 1 .Shocks 1 + 5

D=0.6

1 2 3 4 1 2 3 4
Terrain rms (in) Terrain rms (in)

Figure 2 Figure 3

Natural Frequency vs. Ride Damping vs. Ride

Figure 3 compares the baseline 60 cpm version of Figure 2 with
three, otherwise identical, concepts with different damping character-
istics. One version had a jounce damping ratio of 1.0 and blowoff at
the same shock absorber velocity as for the baseline concept (resul-
ting in a proportionately higher force). The second modification pre-
sented, maintained the damping ratio of 0.6 but removed the blowoff
constraint. This permits the force produced by the shock absorber to
increase without bound. The final concept shown in Figure 3 attains a
jounce damping ratio of 0.6 with shocks only on the front and rear
roadwheels. Blowoff is again provided and occurs at the same shock
absorber velocity as before. This implementation provides an identi-
cal damping response, to a purely vertical motion, as does the base-
line concept. This latter concept is of particular interest in view
of the fact that the M551 has shocks only on the front and rear
roadwheels.

The ride performance for various longitudinal CG positions is
shown in Figure 4. It would appear that moving the CG forward can im-
prove the ride comfort significantly over the lower rms terrains.
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This result should be regarded with a word of caution. The ride
comfort, as reported here, is mearured only at the driver's location
which is near the front of the vehicle. This implies that as the CG
is moved forward, it is moved closer to the driver. Past studies have
shown driver distance from the CC can greatly influence the magnitude
of vertical acceleration that the driver would experience, and there-
fore also the power he would absorb. These results do not imply that
the overall vehicle motion is reduced by moving the CG forward, but
rather that the motion the driver feels is less severe.

60 CPM 60 CPM
40C.G. 8" foreward- 30

, 30 Centered C.G. :30

"3>20 14" jounce
~20 C+;j~4 1 f t ' U

o0 St0 r_° 141 j~ouince

o oI0 '2 1/2" rebound
"" 1 + 8" jouncep p II +

1 2 3 4 1 2 3 4

Terrain rms (in) Terrain rms (in)

Figure 4 Figure 5
CG Position vs. Ride Wheel Travel vs. Ride

Figure 5 presents two final concept variations. The first com-
parison illustrates the rather expected impact of reducing the amount
of jounce wheel travel. The baseline 60 cpm vehicle of Figure 2 is
compared here to an otherwise identical vehicle with only 8" of jounce
travel allowed for each roadwheel. The reduced wheel travel does not
affect the ride on the milder terrains, but as the terrain roughness
increases, the advantage of additional wheel travel becomes evident.

The effect that track tension can have on the front and rear
roadwheels was discussed briefly in the model description section. It
was stated that track tension greatly restricts the rebound travel of
the front and rear roadwheels. The amount of rebound travel allowed
would vary with different track-ground interface conditions but would,
in general, decrease as track tension is increased. The final concept
of Figure 5 shows the effect on ride quality of allowing only 2.5" of
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rebound travel for the first and last roadwheels. All other vehicle
parameters were identical to those of the baseline vehicle. The re-
multing deterioration in ride comfort could be simply attributed to
model "sensitivities" but, more likely, it is an indication of how in-
creasing track tension might affect a vehicle's ride quality.

PLATFOR4 FIRING STABII ITY RESULTS

Many of the parameters that affect the ride comfort of a vehicle,
also affect the stability of the vehicle when used as a firing
platform. The vertical natural frequency of the vehicle, for example,
significantly influences both performance meacures, but in opposite
directions. The softer suspension systems tend to ride better but
provide a less stable platform and vice versa. Other vehicle parame-
ters, on the other hand, may affect one performance criteria while
having little or no impact on the other. A case in point is the
longitudinal CG position which can affect the ride comfort to a con-
siderable degree a& attested to by Figure 4, but has virtually no ef-
fect on the firing response.

10 10

Damping *0.6, Dampn .

5.

/X Damplng m 1.0
Damping u 1.0

40 60 80 100 120 40 60 80 100 120

Freq. - CPH Freq. - CPM

Figure 6 rigure 7Natural Freq, vs. 6 iring Natural Freq. vs. Firing

Na3
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Figures 6 and 7 give the variation in platform response due to

firing, as a function of the vertical natural frequency of the vehi-
cle. Figure 6 shows the maximum pitch angle due to firing straight
ahead. The concepts simulated to produce Figure 6 were also used to
obtain Figure 7 which gives the maximum roll angle achieved when
firing a single round straight off the side of the vehicle. These re-
sults are shown for two different damping levels with shock absorberson the first, second, and the last roadwheels on each side.

One set of parameters that does not affect the ride comfort (at
least as modelled here), but significantly impacts in the firing re-
sults, are the static CG height and the trunnion helght above the CG.
Figures 8 and 9 show the firing response variations when these two
parameters are varied simultaneously. These results were for the 60

cpm concept with a 0.6 damping ratio. It is interesting to note the
linear nature of the change, particularly for the pitch response,
Also, in certain regions, the amount of roll motion produced by firing
to the side, is unaffected by small changes in the CC height.

60 CPN 60 CPI

~I0 10
CY Cy3. V-

Ss c(y~2,2 -

Gym3.2' ~. Gym1. 21-
5 S y-2. 2' -vyuo

'CymO 1. 2

2 .3 4 5 1 2 1 4 5

C.G. Height - i:t C. (. 1ic 1 ght - Ft

Vlipurt 8 Igiiurce 9
C.G. lHeight IIffoctS T''runnion t1  C.C.

hIleI 4ht E~t'fe'ctM ,:

The data points marked with an "x" on Figures 8 and 9 denote the
baseline static CC hetght and trunnion pos1tior. Thomu were the val-
ues used on the runs depicted in Figures 6 and 7.
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DESIGN CASR STUDY

The M551 was selected as a trial case for application of the vari-
ous parameter "sensitivities". This vehicle was chosen because it has
a relatively poor cross country ride performance when compared to
other tracked vehicles in its weight class. The objective was to im-
prove the overall vehicle performance (as described by ride comfort
and platform stability), but to stay within certain physical
constraints that could not easily be changed on an existing vehicle.

The rules governing the effort ware as follows. The mass distri-
bution and geometric characteristics were considered fixed. In other
words, vehicle parameters such as CG position, roadwheel spacing., and
gun trunnion position ware not allowed to be changed. Also the amount
of jounce travel allowed for each roadwheel was considered fixed.
Therefore the only design modifications that could be considered, were
variations in the spring and shock absorber characteristics.

It is clear from the previous results that the ride quality could
be easily improved by simply softening the suspension system of the
H551. It is equally clear, however, that application of this tactic
alone would result in a severe degradation of the platform stability.
Since it is difficult to assess the comparative tradeoff values of the
two performance measures, it was
desired to significantly improve
the ride quality while having lit- 20 o\*. Concept b
tle or no impact on the platform
stability characteristics. The
ride quality, rather than the
platform stability, was selected
for improvement since the extreme W" 10 Concept A
stiffness of the original

suspension system provided a
reasonably stable platform consid- > Sering the magnitude of the reac-
tion impulse of the 152mm cannon.

Two distinct directions ware 1 2 3 4
taken in an attempt to improve on
the ride performance. The first Torrnin rms (in)

attempt concentrated on the Figure 10
damping characteristics only. The Case St0dy
original springs were retained for
this effort. It was conjectured
that the stiffness of the
suspension system would be suffi-
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cdent to restrain the vehicle's response to firing while modifications
to the damping could possibly improve the ride quality.

The shock absorbers for each modification had lower rates in
rebound than in jounce (the rebound rate was about 60% of the jounce
rate) and blowoff was provided at the same velocity in each direction.
The damping rates and blowoff velocities were varied and eventually an
additional shock absorber was added at the aumber 2 roadwheels. Sev-
eral design iterations were evaluated before arriving at the configu-
ration referred to as concept A in Figure 10 and in Table 4.

The second approach was to soften the springs on the front three
roadwheels (on each side) while maintaining the original springs on
roadwheels 4 and 5. The softer springs were calculated to give a ver-
tical natural frequency of 80 cpm (if they were used on all wheels).

This resulted in an effective natural frequency of 103 cpm for
each of the design iterations leading to concept B. Shock absorbers
were again used on the first, second, and last roadwheels.

Natural Damping Shock Maximum Maximuo
Vehicle Freq. Ratio Locations Pitch Roll

cpm degrees degrees

A 120 0.39 1,2,5 4.14 5.43
B 103 0.54 1,2,5 4.30 5.84

M551 120 0.62 1,5 4.13 5.66

Table 4 M551 and Derivatives Comparison

The results portrayed. in Figure 10 and Table 4 indicate that it is
possible to improve the overall vehicle performance. Concept A has an
improved ride performance over the entire spectrum of terrain
roughnesses and has, at the same time, not increased the maximum hull
rotations experienced due to firing the gun. The resilts obtained
with concept B show an even more dramatic improvemont in ride quality
over the standard M551, though the platform stability properties are
slightly degraded in this case.

The real thrust of these results is, of reourse, not the "improve-
ment" of a long established vehicle, the M551. It im rather the
demonstration of the utility and power of the methodology presented.
The models used in obtaining the results discussed In this paper are,
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extremely efficient, easy to use analysis tools. With these models
the designer can evaluate various design tradeoffs between ride
comfort and platform firing stability, or simply compare the perfor-
mance of his concept against that of some known combat vehicle.
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RELIABLE DATA TRANSMISSION(U)
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AND DEVELOPMENT COMMAND
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The coding and processing techniques discussed in tbhs paper
are designed to improve the reliability of digital message reception
in the presence of noise. High noise conditions occur quite frequent-
ly during radio reception especially when these signals originate at
forward area military positions. The usual cause for this poor 'adio
reception is related to the constraints imposed by low transmitter
power, limits on air time, and unfavorable terrain conditions. The
importance of improving the reliability of forward area message recep-
tion is stressed because the information so obtained provides essen-
tial descriptors that are pertinent to command and control functions.

In an effort to determine the cause of message delivery fail-
ure in the presence of increasing noise, laboratory tests were per-
formed under controlled noise conditions. The results of these tests
indicated that as the signal-to-noise power ratio decreased crrors
first appeared in the data character framing information, It should
be noted that the message synchronizing procedure used to decode re-
ceived digital data is hierarchical in nature Involving bit synchroni-
zation, data character framing, and message block identification. If
aiLy one of these functions is not correctly Implemented the transmit-
ed message cannot be successfully decoded. Ideally, as increased
noise degrades the data communications channel the synchronizing sys-
tem should not fail before the message information becomes unintelli-
gible; a condition that is presently not satisfied because data char-
acter framing requires error-free code reception.

The reason for the premature failure of the data character
framing function in the presence of inctreasing transmission channel
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noise lies in the inherent weakness of the method used to establish
data character framing. Data character framing is accomplished by tem-
plate matching techniques where a given bit sequence is transmitted
during the message preamble that must be perfectly matched at the re-
ceiver terminal. With this method a single bit error will prevent the
correct identification of data character framing thereby causing loss
of the complete message. The vulnerability of data character framing
to noise cannot be reduced by employing error correction coding because
subsequent error coriection decoding requires a priori knowledge of
data character framing.

The identification of data character framing as the most noise
vulnerable function in the data communications synchronizing procedure
led to the development of a data character framing technique that does
not use noise sensitive template matching. This technique involves the
introduction of a new code and associated data processing system. Be-
fore describing the new system, techniques used to obtain bit synchro-
nization will be discussed.

II BIT SYNCHRONIZATION

The following brief discussion of bit synchronization is pro-
vided to illustrate that this function can be maintained under noise
conditions that are far more severe than can be tolerated by the pres-.
ent data character extraction process. By increasing the performance
of the data character framing process in the presence of noise, the
weak link in the data reception reliability chain can be strengthened.

Figure I illustrates a typical data message structure. Bit
synchronization data consists of a series of l's and O's. This cyclic
signal structure is convenient for obtaining the timing information
necessary to synchronize the receiver clock with the message signal.
Receiver synchronization is usually accomplished by means of a Phase-
Locked Loop (PLL) such as illustrated in Figure 2. In its basic form,
the PLL (1) consists of a phase detector, a loop filter/amplifier and
a receiver clock which consists of a voltage controlled oscillator
(VCO). The phase detector is used to compare the phase of the incom-
Ing signal with that produced by the VCO, and then generate a result-
ant error voltage proportional to the difference. The loop filter
provides short term memory and usually contains a linear amplifier.
,nplification in provided so that oscillator control voltage can be
derived from minimal error voltages thus maintaining close tracking
between the Incoming signal and the VCO, The VCO is designed to havt
a nominal frequency stobility within a few cycles of that of thc in-
coming signal frequency. In operation this frequency differential
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is used to derive an error control voltage that drives the frequency
of the VCO into lock with the incoming signal.

The PLL's superior performance during high noise reception
conditions is related to the following: The PLL acts as an extremely
narrowband filter which rejects sideband noise. It does this by sup-
plying a local coherent signal that enhances its ability to extract
narrowband signals from noise. The memory provided by the PLL supplies
additional flywheel stability to the VCO during the presence of random
noise.

III DATA CHARACTER FRAMING CODE

A typical 32-bit data character framing code illustrated in
Figure 1, consists of three American Standard Code for Information
Interchange (ASCII) "SYN" characters, and one ASCII "SI" character. It
should be noted that the weakness in the present method for extracting
data character framing information is not related to the ASCII code
characters utilized, but is related to the inability of the technique
used to cope with bit errors. This weakness is illustrated by the
following: In operation the receiver contains a replica of the 32-bit
data character framing code which it attempts to match with the con-
tinuous flow of a 32-bit data sequence encoded in the incoming signal
stream. When a 32-bit match is obtained it is used to establish the
timing period for the start of the first bit of the first data char-
acter of the message. The start of successive data characters is then
identified by means of a local counter driven by the bit synzhronized
clock. It is readily seen from the above procedure that a single bit
error in the received data character framing code will cause the loss
of the transmitted message.

It is emphasized that the present technique for processing the
data character framing code is a serial bit-by-bit procedure with no
tangible results until the entire code has been processed. Not until
this point is reached can a GO or NO-GO decision be made with respect
to the starting period for message data character framing. It would
therefore be advantageous to have a technique that would provide the
required data character framing by sampling less than the complete
32-bit code. This feature would reduce the chance of error in direct
proportion to the reduction of the bit sample size. It would also be
advantageous to make the samples sufficiently small so that a multi-
plicity of samples could be processed during one 32-bit data character
framing period. Such a technique would be especially effective during
noisy reception conditions as it would provide several opportunities
to obtain the required error-free bit sample necessary to establish
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message data character framing.

A data character framing code that possesses the noise immuni-
ty features discussed above has been developed, based on viewing data
framing as a countdown rather than a pattern. This code is illustrated
in serial form in Figure 3. The pertinent noise immunity features that
make this code ideally suited to the data character framing application
are: it contains a high information density, it provides for simulta-
neous parallel and serial scanning, it identifies error-free bit se-
quences, and it establishes data character framing from only one small
error-free bit sequence within the frame.I. The high information density of the new code can be illus-

trated by first examining its structure. This is done with reference
to Figures 4 and 5. The code is derived from the 32, 5-bit character
code shown tabulated in paralled form in Figure 4, For identification
purposes numerals 0 - 31 have been arbitrarily assigned to the codes
as indicated in Figure 4. It will be noted from Figure 4 that suc-
cessive characters of the code are formed by shifting each of the bits
in columns 1,2,3 and 4, one bit position to the left and judiciously
selecting bits for the vacated column one positions. If the 5-bit
code shown in Figure 4 were to be used for randomly transmitting num-
erals 0 through 31, its efficiency with respect to information density
would be no better than if the standard 5-bit binary code had been
used. However, the data character framing operation is not a random
function; instead, it is a precisely defined countdown procedure.
Present data character framing techniques cannot take advantage of
this countdown feature because no method is available for identifying
the progression of the countdown process.

The structure of the data character framing code shown in
Figure 3 contains the necessary data to meet this countdown criteria,
That is, as the countdown progresses each new bit must contain the
additional data necessary to identify the position of that bit within
the countdown sequence. To demonstrate this, it should be noted that
all the information contents of the 32, 5-bit characters of Figure 4
reside in the 36 bits comprising row 0 and column 1. All the remain-
ing 124 bits in columns 2,3,4 and 5 are redundant. This can be seen
by reference to Figure 4, where for any 5 by 5-bit array, the bits
contained in the bottom row and left column of the array are identi-
cal. This structural characteristic was used to derive the data
character framing code illustrated in Figure 3, which consists of the
four 0 bits of row 1, plus the 32 bits of column 1. Ir this sequence
of bits is scanned with a 5-bit parallel. aperture, then at any pcint
in the scanning process the bits within the aperture identify the
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Character Bit Character Bit

Number Number Number Number

54321 54321

0 00000 16 11011

1 00001 17 10110

2 00011 18 01100

3 00111 19 11001

4 01111 .20 1001 0

5 nnT 21 00101o

6 1lI 22 oloy11
7 111n• 23 10111

8 100 24 1110

9 Loo- -25 11101

10 700010 26 11010
11 00100 27 10101
12 01001 28 01010

13 10011 29 10100
14 00110 30 01000

15 01101 31 10000

Figure 4. Proposed code data structure.
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Figure 5. Processing the data character framing code.
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position of the aperture within the code. To establish data character
framing code countdown it is only necessary to pass the input message
data stream through a 5-bit shift register and extract the 5-bit count-
down codes from the parallel output of this shift register. A simpli-
fied schematic of this procedure is illustrated in Figure 5.

In the above discussion of data character framing code count-
down it was tacitly assumed that the received code contained no errors.
If the received code contains errors then the associated extracted
countdown code will also be in error. An example of the countdown
procedure where the signal stream contains errors is illustrated in
Figure 6. When referring to Figure 6, it should be noted that for sim-
plicity of illustration it is assumed that the data signal stream is
stationary and that the 5-bit aperture scans from left to right. The
bit identification numbering system used in Figures 3 and 5 is retain-
ed in Figure 6. This numbering system is also consistant with that of
Figure 4 when it is considered in conjunction with the corresponding
character in the scanning 5-bit aperture.

No generality will be lost if we start the discussion on code
processing by assuming that the 5-bit scanning aperture is reading
code (00000) corresponding to bit number "0" on the 0-31 scale. For
the present we will assume that the first six bits of the code are
error-free. Au the 5-bit aperture scans one bit position to the rightcode (00001) corresponding to bit number "'" will be read. Up to this

point the two codes read have been in consecutive order, namely: "0"
and "I". If it is now assumed that bit number "2" is in error, as is
indicated in Figure 6 by underlining the bit in error, then this code
will be read as character number "10", Because of the symetrical
nature of the code count, this abrupt jump in count order can only be
attributed to an error in either or both codes forming the discontin-
uous transition. At this point it is not necessary to locate this
error; it is sufficient to know that an error exists thus making the
data unreliable for processing,

As the 5-bit aperture continues to scan the right, it will be
noted from Figure 6 that the effect or the error is prevalent for the
five bit numbers "10","21","22","23", and "24". From this example it
can be seen that the minimum number of 5-bit aperture samples requir-
ed to establish an error-free countdown sample set is six. That is,
if six successive 5-bit aperture scans reqult in the generation of
six consecutive bit numbers, then this sample set Is error-free and
the last hit of this set can be considered correct and used as a ref-
erence to ;pku(fy the number of hlit periods remaining before thestart
1i thic fi rst character of the body of the mei39age. That this is true
can be secti by noting that the set of six, 5-bit aperture samples
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indicated by bit numbers "7","8","9","10","ll" and " 1 2 " contain no
discontinuity of count. Bit number "12" of this sample set can there-
fore be used to initiate a countdown of the remaining 19-bit periods
of the data character framing code. The completion of the 19-bit
countdown marks the beginning of the first character of the body of
the message. This information can then be used to synchronize an in-
ternal counter for use in maintaining data character framing, message
block identification, and error detection and correction.

IV DATA CHARACTER FRAMING LOGIC

A flowchart illustrating the requirements for processing the
data character framing code is contained in Figure 7. The input pro-
cessing requirement is for a 5-bit store of the first-in-first-out
(FIFO) type. This store must operate at the synchronous transmission
rate, and be capable of accepting a binary digital data stream, while
providing a synchronous 5-bit parallel output.

A functional diagram of a system for firmware implementation
of the data character framing code is presented in Figure 8. The
FIFO store of Figure 7 is implemented in Figure 8 by a 5-bit shift
register. The data signal input is shifted through the register at a
synchronous rate by the internal clock. The 5-bit parallel out-put of
the shift register is fed to a 5-line to 32-line matrix decoder. A
more detailed look at a portion of the 5-line to 32-line matrix de-
coder is shown in Figure 9. Input lines of the matrix decoder are
activated by a logical-l; output lines of the matrix decoder respond
by producing a logical-l.

A simplified partial schematic of the pyramid logic network
decoder is shown in Figure 10. The function of this logic is to fil-
ter out all random inputs; producing a single output only in response
to six consecutive inputs. The input latches (2) of Figure 10 pro-
vide the necessary data storage so that during each bit period a con-
stant logical-i or logical-O is applied to the associate AND gates.
In Figure 10 it is assumed that consecutive character number codes
(0),(l),(2),(3),(4) and (5) have been received. This places a logi-
cal-I on the pyramiding AND gates resulting in a logical-l appearing
at the output of AND gate "E1 ",where it is applied to the input of a
26 stage countdown shift register. The output of the shift register
initiates data character framing.

An additional feature not shown in Figure 10 that must be pro-
vided for is the ability to automatically reset to logical-0 any
latch that has been set to logical-1, but does not belong to a con-
secutive set of six character numbers. Reset logic to accomplish
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Accept bit from synchronous digital Maximum processing tine must be
data stream and input to FIFO store less than the bit interval.

S YES P is permanent store that contains
the 32,5-bit code characters.

Search store P for character number match,~and place matched number in store T.

T is temporary store.

NO re character numbers
ENDn store T>?

O crt Clear store T of all character
EDnumbers excep current character

h~trater umbe +1?number.

YES

Start countdown 
consistent withcurrent character number.

NOTE: After END's system remains
quiescent until activated

Inhibit digital data stream input by next synchronnus trigger.

Clear FITFO and T stores

ienerate data character framing trigger
at completion of countdown

END)

Figure 7. Flowchart for processing the data character framing code.

288



IN I II Hil 1111

2891



HUBER

this is shown in Figure 11, and the associate time logic of operation-
al events is tabulated in Table I. Only three input lines from the

matrix decoder are illusttated in Figure 11 as the operation of the
remvIiing ý9 lines is identical to those presented. Referring to
Table T, the horizontal lines rapresc t circuit activating triggers
with time delays increasing when going from the top to bottom of the
columns. The column numbers identify circuit nodes in Figure 11.

V CONCLUSIONS

A new binary digital code and associated data preo,:essing
technique has been described that is capable of extracting data char-
acter framing information from a noise contaminated aigital data
stream. The need for such an approach has been emphasized because of
the inherent weakness of the present method for extracting data char-

acter framing, which iw brksed on a noise sensitive template matching
technique. The ineffectiveness of the present method for obtaining
data character framing -as substantiated during simulated operatic,.al
tests where, as the reception conditions deterioriated because of In-
creased noise, the data character framing function was first to fail.
Further tests indicated that if the ability to extract data character
framing could be extended down in the noise to a point where the mes-
sage contents become unintelligible, message delivery rates could be
significantly increased. The structured code of the proposed data
character framing technique satisfies the above condition by virtue
of its ability to operate in noisy environments. It accomplishes this
desirable result without resorting to increased transmitter powers or
receiver sensitivities.

The effectiveness of the proposed data character framing
method is indicated by noting that the systemts noise immunity fea-
tures are such that it is only necessary to receive ten consecutive
error-free bits (six consecutive character numbers) to establish cor-
rect data character framing. In the limit, all remaining bits in the
data character framing code could be in error. These ten consecutive
error-free bits may occur anywhere within the data character framing
message preamble period.

The magnitude of improved reliability in message delivery
that can be realized by using the proposed data character framing
technique is related to the reduction in the size of the data sample.
If a S/N power ratio of 7.5 dB is assumed, then the probability of
receiving an error as read from the curve of Figure 12, (3) is 10-2,
or on the average of oiie error per hundred bits. Present data char-
acter framitng requires a string of 32 error-free bits, so there is a
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TABLE I

Ti~ne logic table

(1) (2) (3)

1 2 3 4 5 6 7 8 9 10 11 12,1314 15 1617 18192021

RESET t 1  0 0 (/0 1 1 1 0 0 00/0 111 0 0 0 I I 1 0
DATA t2 111/0 00 0 o00 /0 1o 0 0 0o0/0 1o0o 00
1-SHOT t 3  0 1 1/0 nO 0 n 0 0(VO 1 n 0 0 0 00/0 1 0 0 0
RESET t 4 0 1 1/0 0 1 0n 0 0 0/0 1 1 10 0 0 0n O n i i 0
DATA t, 0 1 1/1 0 n 0 a 1 1/0 0 00 0 0 0 0/0 1 0 0 0
1-SHOT t 0 10/1 0 • 0 1 1/0000 0 0 0 0 1 0 0
RESET t 7 0 1 0/i 0 1 0 1 0 1 i/o n 1 0 0 0 0 / n/1) 1 0
DATA ta 0 1 0/I 0 ( 0 1 0 1 1/1 00 o I I 1 1/1 0 0 0 0
1-SHOT t9 0 1 (VI 0 0 0 1 01y 0 n 0 1 0 1 /V 0 0 0 0
RESET o 0 1 /V 0 0 1 0 101 0n 01 1 0 1 1/0 0 1 0 0
DATA 0 1 (YI 0 0 0 1 0 1 (VI 0 0 0 1 0 1 1/1 0 0 0 1

1-SHqT t:r 2 0 1 0/1 0 n 0 1 0 1 0/1 0 0 0 1 0 1 0/1 0 0 0 1
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probability of success of 0.67. The proposed data character framing

technique requires a string of only 10 error-free bits, so thore is a
probability of success of 0,89, which results In '13% improvement in

message delivery.

To adapt the proposed data character framlng technique to
present military data communications systems all that is required is
to substitute, in the message preamble, the new data character framing
code for the presently used data character framing code. The new code
is then processed by methods such as have been described. These
methods could be implemented by either software or firmware techniques.
Firmware implementation could be in the form of an integrated circuit
chip. Both the effectiveness of the data character framing method and
its simplicity of implementation suggest its universal use as a stan-
dard method for obtaining data character framing.
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________APPENDIX fl
P .1/2erfcvV/2 Probability"e of error

-____ The complementary error func-
tion is defined by

uerfc x s 1 - erf

: t n te d abwhere

-" 2N Power ratio

-N =average noise power level

at filter output at instant•. _ of sampling

-, - ' . • , , , , t , , , u " s i g n a l l e v e l a t f i l t e r , "

•• '" '' • I..... ' ' '' 'r '' 'i' ' '' '' ' )output momentarily con-

,,.....,..,............ ,......... ...... taining the data bit at
the same instant of samp-
ling N.

The above analysis (3) applies to a Frequency Shift Keying (FSK) sig-
nal using synchronous (coherent) detection. This type of detection
requires an exact replica of each of the frequencies representing the
binary states to be available at the receiver. To satisfy this re-
quirement PLL's are used. As the signal and noise add in the filters,
it is expected that the filter output with the signal will be alge-
braically larger than tho filter without the signal, If this is not
true and error is indicated.
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FUNDAMENTAL LIMITATIONS OF ELECTRON BEAM LITHOGRAPHY
FOR FUTURE MILITARY IC DEVICE FABRICATION (U)
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C.F. COOK, Jr., Mr. and W.S. McAFEE, PhD,

USA ELECTRONICS TECHNOLOGY AND DEVICES LABORATORY (ERADCOM)
FORT MONMOUTH, NEW JERSEY 07703

INTRODUCTION

Future military requirements for real-time information acquisition
and tactical electronic warfare (EW) information processing have es-
tablished a need for very large scale (VLSI) and very high spped (VHSI)
integrated circuit microelectronics. Both VLSI and VHSI technologies
require a high areal density of integrated circuit (IC) elementi. there-
by dictating a reduction of device size into the submicron and ultra-
submicron regions.

The requisite miniaturization of military IC devices into the sub-
micron and ultra-submicron region raises serious questions regarding
the use of electron beam lithography (EBL) as an appropriate fabrica-
tion techniqum for til.s end. in EBL an intermediate energy (5-20 keV)
electron beam exposes a radiation sensitive target (such as the polymer
PI?21A) overlaid on an IC device subntrate; a subsequent rhemical de-
velopment treatment remncives the exposed region leaving an outline of
the pattern sketched by the electron beam (c-beam) when employing a
positive-acting resist. The u-beam technique is attractive because it
leado to the production of in.1cron to suhmicron resolved channels and
also lends Itself to computer-controlled production-line automation,
However, we find that the use of an u-beam introduces certain diffi-
cut.tLes in that electrons penetrating the target scatter away from the
incident eLectron heani thereby causing unintended exposure to other
regions of tih target, also, the petietrat tug electrons are generally
energetic enough to reaich killi backseat ter from the IC substrate thus
tending Lo expose unintended regions of the resist as well, This scat-
tiring and backseat terlng 1ends to o widening and d[stortiol of t0C. ex-

posed region and resilts In a degradation of the resolution of two
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parallel e-beam lines, It is clear from this study that the ultimate

resolution of the e-beam process is determined by electron scattering
effects in the resist material and by electron backscattering from the
device substrate, and not by the resolution of the electron-optical
system. In this paper we assess the merit of the e--beam fabrication
technique for use in very high speed integrated circuit (VHSIC) tech-
nology. A study is presented which describes the electron scattering
and backscattering processes in electronic materials. A theoretical
study describing primary electron backscattering from single- and
double-layered substrates is presented; also attention is focused on
the question of the spatial region exposed by a scattered electron
beam in a lithographic resist material. Experimental electron back-
scattering, e-beam and scanning electron microscopy studies are pre-
sented to corroborate theoretical predictions.

ELECTRON BACKSCATTERING

Many phenomena, such as polymer bond breaking, x-ray production,
cathodoluminescence, electron-hole pair generation in semiconductors
and insulators, etc., result trom the inelastic interaction of a high
energy (1-50 keV) electron beam with matter. Numerous primary electron
backscattering studies, both experimental and theoretical, have been
carried out in an effort to understand the dominant mechanisms for
electron scattering and energy loss arising from the electron beam-
target interaction. Most theoretical treatments (1-3) of electron
backscattering are limited in usefulness, suffering either from severe
physical approximations or mathematical complexity. However, the re-
cent theoretical extension (4) of Everhart's theory (1) to include the
calculation of energy distribution spectra has stimulated a renewed
interest in this simple analytic approach.

In this paper we make use of Everhart's theory (1,4) to describe
electron backscattering from solids, double layers, and supported thin
films. [Due to limitations in space, only salient features of the
theory will be discussed throughout the paper. Detailed theoretical
analyses and discussions can be found in the references cited.] Ever-
hart's theory assumes that primary electrons, upon entering a solid
target, suffer energy loss in accordance with the 1homson-Whiddington
(T-W) law and undergo changes in direction via single large-angle
(greater than 900) Rutherford scatters. Moreover, electrons that arescattered through angles less than 90D are treated as if they are not
scattered at all.

The T-W energy-loss law asserts that the energy loss associated
with a typical particle at a given depth into the target is inversely
proportional to the energy of the particle at that depth, Thus, in
making use of the assumptions of Everhart's theory, the relative number
of electrons backucattered from a solid target of atomic number Z with
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energies, in the range (eEo,Eo), where E0 is the primary electronen-

ergy and C is some fraction of E0 , can be calculated as

- (a+l)yo - 1 + (l-yL)
s - (a+l)y 0  (1)

where

YO= ½(-E) (2)

and

a. = (0.045)ZM (3)

The energy distribution curve (EDC) can be otained, to within a

factor (I/E 0 ), directly from the absolute value of the first deriva-

tive of ns(E,Z) with respect to E. Figures 1 and 2 show the depen-

dence of n (c,Z) and the EDC on c for various values of Z; since E is

the reduces energy with which the least energetic electrons in the

backscattering current, fs(EZ), escape from the target, it is then

tIso thought of as the reduced potential energy required to retard

backscattered electrons with reduced energies less than C from being

collected by an electfon analyzer. Figure 2 indicates two salient
features of the EDC as predicted by Everhart's theory, namely, the
general "triangular" shape of the curve and the change in curvature of

the EDC's from concave downward to concave upward with increased Z.
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Fig. 1. Fig. 2.

These two features have been observed in the experiments of Kulenkampff
and Spyra (5) as shown in Fig. 3. The poor agreement between theory
and experiment for Z = 78 (Pt) in Fig. 3 is expected since diffusion as
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given by Archard~s theory (21, rather than single scattering in accor-

dance with Everhart's theory (1), is believed to be dominant for

Z • 40. In addition, the lack of agreement between theory and experi-

ment for Cu and Al when c 1 1 is believed to be due to the failure of

the T-W continuous energy loss law (indeed, any continuous energy !oss

law) near the target surface. (.6,7)

-- [IIMrS TN01

--- IDIIAPF AN SfMA

ts

t I/

. - /

!A

ref. (6) for Al, Cu, and Pt.

We point out in Fig. I that the relative number of electrons
backscattered from reasonably-high-Z solids such as silicon (Z - 14)
and gallium arsenide (Z - 33), can be quite high, ranging from 17%

to about 35% respectively. For solids with higher nuclear charge,

such as gold (Z - 79), the relative number of backscattered electrons
can be as high as 65%.

Finally, we note that the backscattering coefficient derived in

this analysis does not depend explicitly on the incident electron
energy when the retarding potential energy, e is zero. This is a re-

sult which seems to be consistent with the experimental data reported

by Sternglass (8) and others for primary electron energies above
3-5 keV.

Everhart's theory can easily be extended (4) to describe electron
backscattering from double layers and supported thin films. In the

analysis the target is considered to be a double layer consisting of
an infinitely thick substrate covered by an overlying thin film of
thickness D. The thin film and substrate ire assumed to have mass

density and average atomic number (p,, Z ) and (p2, Z2 ), respectively.

When the maximum depth of electron penetration is less than or equal

to the thin film thickness, D, the electrons energetically can only

backscatter from the thin film; the appropriate backscattering co-
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efficien 't is then given by n s (c,Z) in Eq. (.1) with Z replaced by.Z1.
on the other hand, when the maximum depth of electron penetration is
greater than D, electrons then have sufficient energy to backscatter
from both thin film and substrate. In this case the backscattering
coefficient is given by

n(EZ 1,Z2) = rlTF + n TFS (4)

Here, nT' represents the reflection coefficient for electrons back-
scatterea from the thin film of thickness D and rTFS is the ref lec-
tion coefficient for electrons transmitted through the thin film and
then backscattered from the substrate ~4ith sufficient energy to es-
cape from the target.

77 W, Z j FOR DIME LATOE 040

1177

004

0 1 144

2,~I

Fig. 4. Backscatteting coef- Fig. 5. EDC's for double-layer
ficient for double layer tar- targets. Z, and Z2 refer to the
gets. Z, and Z2 refer to the average nuclear charge of the thin
average nuclear charge of the film and substrates, respectively;
thin film and substrates, re- yis the reduced thin film thick-
spectively; y D is the reduced ness.
thin film thickness.

The backscattering coefficient and the EDC derived therefrom are
plotted as functions of C in Figures 4 and 5 for Z, = 14 and Z2= 10,
and for various values Of YD IY is the reduced thin film thickness
DIR1 , where R, ip the range of electrons in the thin film]. For

E -I (1 -2y~ )'I the backscattering coefficient veers away from its"1bulkq thin film value to accommodate the composite thin film-
substrate scattering. This variation in the backscattering coefficient
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is greatly enhanced in the EDC's of Fig, 5 and is due to the assumed
discontinuous nature of the interface; a sigmoidal variation in Z and I
p across the interface should lead to a smooth variation in the EDC's.

Experimentally measured EDC's for double-layur supported thin

film targets appear not to be available in the literature so that
comparison with theory could not be made. There are, however, many
experiments, for double layers and supported thin films which relate
the backscattering coefficient to the thin film mass thickness pD and
primary electron energy E0. Holliday and Sternglass (9) have reported
backscattering coefficients as a function of primary electron energy
for various double-layer targets, In Fig, 6 we compare the theoreti-
cal backscattering coefficient wiLh their results to show good agree-
ment,

0 . SIOlDAI ANDO SIIHANULAS

w OVIN A 0
.4pl+l .- i*- -

1 I |

01 ii 1i 20

CONMPAISON Of 17 FOR NULTILAVER FliNM 01 ALUMINU
OVIE OLO ANO AIUNINUN OVUR CARBON

Fig. 6.

In addition, Cosslett and Thomas (10) have report-ed cluctrun baLk-
scattering coefficients as a function of mass density rnd primary
electron energy for thin films supported on rings. Ti. lIg, 7 we com-
pare our backscatLerlng cooFtlclenL wIth expur Imvntal rLsults to slow
reasonable agreement.

-I/ S '.- / .

Fig. 7. Comparison of 1TF S 10 1 b •-f
with experiment for Cu. T, - -. .. : -kI
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Comparison of theoretically obtained backscattering coefficients

and EDC's with results obtained by experiment yielded good agreement,

which is remarkable in view of the simplicity of Everhart's assump-

tions and the adopted model for the double-layer interface, Moreover,

we have pointed out that, within this model for which we have estab-

lished reasonable confidence, the percentage of incident electrons re-

flecteO from a solid or double-layered substrate will increase

monotonically with the atomic number of the reflecting substrate, It

will be shown in a later section that this behavior affects the reso-

lutLion of closely spaced e-beam lines rather dramatically,

ELECTRON SCATTERING

In this section wc address the question of the spatial extent of

electrons scattered in the to.rget. We do this by making use of the
multiple scattering theory of Bethe et al. (11,12) to calculate the
average cosine between the actual direction of motion and the direction
of the primary beam in, terms of the average atomic number of the tar-
get and the depth of electron penetration into the target, Moreover,
we make use of the order-of-magnitude expression for the depth ot
which two e-beam lines overlap in terms of the average atomic number
of the target.

Bethe et al. (11,12) have established the average cosine between

the actual diraction of motion and the direction of the primary beam
for .raat electrons to be

/En dE _
<coso> = exp[(-2) fEd -

where I i~s the "transport mean free path", IdE/dxl is thle energy loss

law for primriry eleto~rons moving through the target, E0 is the Inci-
dent electron energy, and Ed Is the. energy of electrons at depth d,
It follows from reference (2) that the <cosO•> can ho expressed as

<COS{:) '= (l-y))7Z4 (6) ii

where the nornmlihzed depth Yd is the. de'pth "d" penetruited divided by .~

thet range, R, of the, electrons in a solid of atomic number Z, In :.
Fig, 8 we plot the <cusO": of Eq, (6) as a function of normalized dept~h, i

Yd, whilie tretitng the titotell~ nutmber, Z, as a parameter, It i~s cl~ear..
from hlIH [I ,ture tirhot, asl a functLion of normalized depth, thle <cosO> 1
tends to •,ero with .nc relues liu rapid ity as the target nuclear chtarge i

Increa~us, 'libis means that, for a fixed normalized depthi of peuct ration,

the tz',lee trinn wi I1.1. statter t hrough an "'averalge' anlgie wh ichi tIncrea,,us I1
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monotonically with target nuclear charge. "

I0

A

S0.5

ye

Yd

Fig. 8. Plot of <cose> as a function
of normalized depth, YD' with average
atomic number, Z, as a parameter.

This finding has significant importance in the light of recent
work reported by IBM (13) on high atomic-numbered (Z) acrylic polymer
resist compositions. IBM has studied Thallium (Z = 81) and cesium
(Z - 55) substituted methacrylic acid copolymers which have average
atomic numbers (Z) higher than Z-values of well-known resist polymers
such as poly(isobutyleno)(Z = 2.6), poly(methyl methacrylate)(pMMA)
(Z = 3.6), and poly(batene-l-sulfone)(Z = 4.1); the value of Z for
100% cesium-substiuted acrylic polymer resist is 11. In a later sec-
tion electron scattering in the resist will be shown to be a factor
governing e-beam pattern resolution.

One can make use of the <cosO> calculation to establish the de-
pendence of the undercutting on target nuclear charge of two equally
exposed parallel electron-beam lines. We define L, somewhat arbi-
trarily, as the depth at which electrons scattered from each beam mu-
tually expose the region of the target midway between the two electron-
beam lines. The depth L is then determined by setting the <cose>
equal to the geometrical cosine, cose = 1/[1 + 1/4D/L)2]J½, depicted
in Fig. 9. We set the <cosO> in Eq. (§) [with d = L] equal to cosO
to obtain an analytical expression for the normalized depth,.,k as

( 1 -j)7Z/40 = 1/[E + 1/4(tZ/)2]½ (8a)

with

i-DfR, "f.=L/Rj (8b)
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a-beam a-beom
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TARGET

I0/2 I I

Fig. 9. Diagram depicts two Fig. 10. Plot of reduced depth,L,
e-beams, separated by a dis- as a function of reduced separa-
tance D, striking the target; tion, B, with average atomic num-
the geometrical angle, e9, and ber, Z, as a parameter.
the undercutting length, L,
are visually defined.

Here, as before, R is the range of the electron in the target material.
In Fig. 10 we plot the reduced depth.;to as a function of reduced sepa-
ration between electron beams with average atomic number as a para-
meter. The results predict a marked decrease in the depthfwith
increa:.ed target nuclear charge for a fixed separation between elec-
tron beams. We also note from Fig. 10 that increasing the average
atomic number of the resist from 3.0 to 11 radically changes the de-
pendence of undercutting on the spacing of the electron beams.

ELECTRON-BEAM LITHOGRAPHIC STUDIES

In the previous sections of this paper, we have outlined two
theoretical models which adequately describe electron backscattering
and scattering phenomena in solids. Moreover, we made several ob-
servations based on the theoretical results, namely, that a substan-
tial fraction of incident electrons can be reflected from a semi-
conductor surface or interface and that the spatial extent of
penetrating electrons scattered from an incident electron beam is
strongly dependent on the average nuclear charge of the target, We
now show that both of these phenomena dramatically affect the resolu-
tion of closely spaced e-beam lines.

Experimentally, we have studied electron scattering and back-
scattering effects in "infinitely thick" resist materials and in thin
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film resist materials mounted on various IC substrates. [The terms

"infinitely thick" and "thin" film refers to the thickness of the film

relative to the range of the electrons.] In this study we have irradi-

ated a variety of substrates by EBL techniques; the resulting e-beam

exposures were then photographed by use of scanning electron micros-

copy (SEM). In our EBL process a 20 keV electron beam exposes a

radiation-sensitive target [PMMA was used in this study] overlaid on

an IC substrate; a subsequent chemical development treatment removes

the exposed region leaving an outline of the pattern created by the

scattered electron beam. Figure 11

I,%I

Fig. 11. SEM photograph of a typical
EBL exposure of thick PMMA resistmaterial.

represents an SEM photograph of a typical EBL exposure of thick PMMA
resist material. For this particular part-ern, the e-beam machine was
programed to "write" ten equally spaced one micron thick lines of two
micron spacings. The teardrop-shaped h'ollows represent developed re-
gions of e-beam exposure. The geometrical shape of a given hollow is
directly related to the spatial extent of the scattered e-beam in the
resist material. It is clear from this figure that e-beam scattering
in the resist will limit the e-beam line separation achieveable in
EBL; as the e-beam line separation is reduced, the teardrops below the
surface overlap to undercut the resist material between the lines
thereby destroying the e-beam pattern.

In order to study the depth of undercutting as a function of
e-beam separation in PMMA without destroying the e-beam pattern, we
have developed a unique technique which makes use of the misalignment
of the e-beam deflection fields. The deflection field is the maximum
area of e-beam projection achieveable without translating the e-beam
specimen stage. Since the e-beam machine in our laboratory writes
with a deflection field of 0.5 x 0.5 squared millimeters, to write
larger patterns covering areas greater than the deflection field
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requires precise matching (butting) of the adjacent deflection fields,

If adjacent deflection fields are not well matched, then an e-beam
pattern which is written across the deflection field boundry will.
give rise to a "butting" error. The e-beam pattern resulting from a
lateral (transverse) adjacent deflection field mismatch is seen in
Fig. 13c. In our study we intentionally misalign the adjacent de-
flection fields in the longitudinal direction with respect to ten
equally spaced e-beam lines. In this case the e-beam lines in the
array are doubly exposed at the deflection field boundry. Thus, when
the pattern is developed, the doubly exnosed regions at the field
boundries produce much deeper crevasses whose internal shapes re-
semble the e-beam patterns receiving twice the dose. For our purposes,
we write the entire pattern with an underexposing e-beam dose; since
the field boundry receives double exposure, the PMMA samples fracture
very easily at the field boundry thus making visable the e-beam ra-
diation pattern without destroying the pattern, An SEM photograph of
a typical sample is seen in Fig. 12. In this figure it should be
noted that a triangular region is defined between the underexposed
e-beam lines as theoretically visualized in Fig, 9, We have written
a series of arrays, varying the spacings between one micron thick
lines, while keeping the e-beam exposure rate and misaligned deflection
field constant, to obtain the depth of undercutting as a function of
line spacing, The results indicate excellent agreement with the shape
of the curve predicted in Fig. 10 for PMMA (.Z 3,6).

Fig, 12. SFM photograph of
e-beam radiation pattern.

Finally, we have experimentally studied e-beam proximity effects
[oveiexposure effects arising from e-beam writing of closely-spaced
lines and from electron backscattering from substrates] on thin flims
of PMMA due to substrate electron backscattering. We have already es-
tablished in a previous scetleo that the percentage of incident elec-
trons backscattering from a substrate will increase with the .tomic

I,3
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number of that substrate. We have e-beam irradiated three different
samples to show dramatic proximity" effects.

Fig. 13a. SEM photograph of e-beam exposure on PMMA.

IL)V V

V

Fig. 13b. SEM photograph of e- Fig. 13c. SEM photograph of e-
beam exposure on PMMA/silicon beam exposure on PMMA/gold sub-
substrate. strate.

In Figure 13a we show an e-beam exposure on "infinitely thick" PMMA.
In Figures 13b,c, we show typical e-beam exposures of three microns
thick PMMA on silicon (Z = 14) and gold (Z = 79), respectively. All
three ples were exposed to equal e-beam doses, yet the samples
show .. increased e-beam over-exposure with increased substrate nu-
clear charge. Thus, we have clearly shown that e-beam scattering ef-
fects play a major role in limiting the resolution of closely spaced
e-beam lines.
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SUMMARY

In this paper two theoretical models have been outlined which ade-

quately describe electron backscattering and scattering phenomena in

solids. The theoretical results indicated that a substantial fraction
of incident electrons can be backscattered from a semiconductor sub-

strate and that the spatial extent of penetrating electrons from an
incident electron beam is strongly dependent on the average nuclear
charge of the target. Experimentally, we have shown that both of

these phenomena dramatically affect the resolution of closely spaced
e-beam lines, As part of our experimental study, we have developed a

technique for studying closely-spaced e-beam patterns without destroy-
ing the pattern.

In future studies we plan to expand our theoretical efforts to
include the simulation of e-beam patterns by using a further extension
of Everhart's theory as well as Monte Carlo methods. Experimentally,
we plan to extend our present studies to include a wide variety of
resist materials and substrates by using the excellent EBL and SEM
facilities available in ET&DL.
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THE1 RESPOUSE OF TUIR3INE, ENGINE ROTORS
TO INTERFERENCE RUBS

*ALRERT F. KAPCAK,,4R.

PRtOPULSION LABORATORY,ARIY AVRADCOM
LEWIS RESEARCH CENTER, NASA

CLEVELAND, 01110 44135

INTRODUCTION

In a typical aircraft gas turbine there are many instances in
which rotor rubs occur. Two of the most common are blade tip and seal
rubs, which are caused by thermal mismatch, rotor imbalance, high "g"
maneuver loads, aerodynamic forces, etc. Current interest in fuel
efficiency is a' consideration which drives the engine design toward
closer operating clearances. Thus increasing the probablity of rotor
rubs. The interaction of a rotor with its case, (rotor rubs), has
been studied in ref 1 and 2. Ref 1 studied a steady state interaction
between a rotor with a rigid case neglecting friction at the interface
and Ref 2 studied a steady state interaction between a linear
flexible rotor and case including friction at the interface. Ref 1 and
2 did not consider the critical transient situation in which the rotor
bounces off the case.

It is known that rotor rubs can have an important effect on the
rotor dynamics. When a rotor rubs on the case, a frictional force is
generated which can drive a rotor to whirl in a direction opposite to
the direction of rotation, (backward whirl). This frictional force is
relatively constant up to the backward whirl speed at which the rotor
rolls around the case. Since this rolling contact speed is
proportional to the rotational speed of the rotor times the ratio of
the diameter to the rotor clearance , the whirl speed can be hundreds
of times the rotational speed of the rotor; and thus be potentially
very dangerous.

There are two basic methods for studying transient rotor
dynamics, One is the modal iiethod (ref 3 and 4) which expands the
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solution in terms of a few of the lower frequency modo shales. If thie
transient under study is localized (like a blade loss or a rotor rub),
the high frequency components are, at least initially, dominant. Thus
the modal method is not applicable to this type of transient. The
other method involves the direct integration of the equations of
motion, which can be done in either of two ways, explicit or implicit
integration. For examples ref 5 used explicit integration of the
equation of motion, but this solution is plagued with numerical
stability problems. Further, ref 6 showed that explicit integration of
the equation of motion was unstable when the product of the critical
frequency (for any mode numerically possible) and the time stop was
large. Therefore, the explicit integration can only be done for simple
rotors.

In contrast, the implicit integration tends to be stable (ref 7
and 8); but it requires the solution of a large number of nonlinenr
simultaneous equations at each time step. Ref 9 used a technique
similar to ref 7 except that it was applied directly to the second
order equation of motion. Mef 9 also noted that the generalized
forces on a rotor vere functions of the leneralized position and
velocity of the point where the forces were applied and its nearest
axial neighbors. This allowed the variables to be arranged so that the
Jacobian of the sot of nonlinear equations was block tridiagonnl.
Therefore, computing time became proportional to the number of
elements in the rotor dynamics model rather than to the cube of the
number of elements. The objective of this study is to refine the
method used in ref 9 to include an automatic time step routine; and
then apply the technique to study blade loss induced rotor rubs. The
automatic time step routine is nfL "sary so that the time step can be
varied as the rotor impacts the case. Also, the nuierical stability
of the ~method used in ref 9 will be investigated.

SYTI3OLS

a reference amplitude
c radial clearance
E absolute error estimate
F force
0 order of error in Taylor series
q order of Taylor series
r radinl diaplacemant
S stability tritrix '1
t t ime
at time step ]
u defined in nq.(4)
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z independent vartable
L given set of constantst

damping ratio
Seigenvalue of stability 1m1atrix

coefficient of friction
f rer1tiency

ANALYS IS

1Numerical integration-

Given an arbitrary vector function IX(t) whose derivatives existP

z-+(J)a Taylor series expansion~ can be ~urittent.

k-ik. k(t + At) J! k • + 0 q-k

w' With remaindOr of order ÷ If the arbitrary function is chosen as:

k

k ak.

14 Lthe Tiylor series for this function hecoimesl

+ At) k ) + (3A)

i-0

whero. the binomtAl coefficients are defined aas

k ' for j z. k
___ __ fo j (3 I4)

for j < k

If tiw form of tht. remninder ii chosen t a

q (4)

q k
t I w ¶i1ky Ior se ri o. f ~C II H i 2oi

Zk(t + At) k Z (t) + •ku (5)

J=0
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where the alphas are given in ref 7 and u can be dotermined fron the
equations of motion at tihe advanced time. The form of the set of the
equations of motion at the advanced time is:

+
IL ~F(r, rrt + Lt) - 0 (6)

From the definition of z , the variouis derivatives become:

+*(k) k
(At)

Substituting for the various derivatives into the equations of motion;
and knowing the values at the previoun time, result in the equations
of motion being a function of.-

EF(u, t + At) - 0

This sot of equations can he aolved for i+ nod, from thi:ts value or il,
the remainder can be used is an error estimate to control the tLitne
step. Froin the definitinl z, ropresontn a nonndimentionnal form oF
Therefore an estimate of tho ~niximura absolute error In.

where Iu rl I, the vector norm In the ,nnxninumti coi-,ponent 0 f 14 Th1
computer code ,usud in rof 9 was nodifi•,d to Include the followit:.,,
automatic tinme, ntep atthrugi.n. Tf F'>. 01t, re-do Hihe canl cuJd: ion with
the ttrie step reducrd by a fnctor of 11. If .OIe>1>, 01 m aeept thi
calculat ion but decreane the timv ntep bV a fimr tor of 2. Tl"

001 %Z>I>. ) 001 , n ccc ept thc l c ul.Intion mnd mnintitin the, P4.-i'n rinte
atep. If .OOO1ZX",, accept tho calculatiton but Lncreoam the t ,v stvp
by a fnctor of 2.

Nume.r ..canl s t!,hl it,•y

lhe anal yain of thv stabitity of the nurinrical Inte!rr;t ion
technique annumen a .meol of n rotor henring nyyst em that I0 1 ineonrizd
at some instant of time. 'Ilia homogenncion equntion of mottiou for ally
mode iser

i + 2wýi + w2r - 0m(

where oa•non .n thim n tuLirol frequeanem and vtti I.4 the, diijji[nlý r,'t le fo'r
tlin node. For evvry mode that Ir nmuirIrlrl 1 y onLp fP 1)1t, wlth
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nnnnegative d.-iping ratio, the amplitude must either remain constant
or decay in time. Vie numerical integration in defined as unstable if
the Aýiplitudo growR in time.

Substituting the Taylor series for the various derivatives into
the modal equation of inotion at the advanced time results in:

q 
2

1)Q + 21w 4t C+ (a A) 1C )
U~ - 2j

~2012 + 2alw At t + ao(W At)
Ji=0

For this value of u, the Taylor sories expresses the solution at the
advanced time in terms of the solution at the present time as:

Zk(t + at) • Ok J - 1) + 2jw At 4+ (w At)

k Z2Q 2 + 2altAt •+ m0(w At) 2  Z (12)

Definingl the miatrix S to 1)e:

/j\ aIj (j 1) + 2j w)At + (w At)2]
kj I ) [2 0 + 2 lw At + ao0( At) 21

and the voctor Z whotne kth element is z , reaultm in the fHl, te
dti tf:renco oquati on:

This equation hnn n solution of thO forml

1(t + At) = (15)

wAiere 1nbhdna Iq an tl, enval.uo of:

jiIf the ,?k ,>i, tht, affi,, I tt Ifl, hl 1")t ndtlIk tiwe m{ethol b 4 ,nuliiertc nl l y
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Rub model

The interaction of a rotor with its case is a complicated
phenomenovi. It can involve non-linear deformation of both the rotor
and the case. Rotor-case rubs were experimentally studied in ref 10.
Analytically only simple rotor-case rub models are available;
therefore, the case was assumed to be linear with dry friction
interaction with the rotor. The radial and tangential forces on the
rotor are then:

F 0, Fe 0 < C (17k)

Fr" -k( I -C, F-.F > C(17B)
F C)

RESULTS AMTD DISCUSSION

The numerical method of ref 9 employed a second order integrator
with a constant time step. However, to study blade loss induced rotor
rubs, it is necessary to modify the method of ref 9 to include higher
order integrators with an autonatic ti-ne -step routine. The autonatic
time step routine is necessary so that the time step can be varied As
the rotor impacts the case. In order to calculate high frequency
components accurately, the time step must be less than the. nerior of
the high trequency component. When only low freruunc:; components are
important the tine step can he increased to decrease coriputiný; time.
The algorithn discribed in the analysis section keeps the maximumv
error in the displacement at less than .01%. It tries to maintain the
error between .001% to .0001% by either decreasing or increasing the
time step.

Another way to decrease computing time is to use a higher order
integrator. Ref 7 studied the numerical stability of up to a sixth
order integrator applied to a first order differential equation. The
numerical stability of these integrators applied to a second order
differential equation was given in the analysis section. The
numerical stability of an integrator is based on modal rotor dynamics
analysis. If the integrator is applied to a node which is not driven
and has damping, the amplitude must decay in tine. Fig,,ure I shows a
stability nap for the integrators used in reE 7 applied to a second
order differential equation. Tle abscissa is the dampinrg ratio anJ the
ordinate is the product of the time step and natural frcquntcy for the
morie. The stability mAp has contours orn it for 4hich tOn nmplitude
docs not change from one tLme to the next. On one side of the contour
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the amplitude grows; (uistable region), and on the other side it

decays, (stable region).

Figure 1 shows the stable regions for a fourth through sixth

order integrator. The second and third order integrators were stable

everywhere. For the regions where the integrators were unstable, the

amplitude prew by a few percent per time step. It would take on the

order of a hundred time steps tor the amplitude to double, and it

would take on the order of a thousand time steps for the amplitude to

increase by a factor of a thousand. Due to round off errors, every

mode that is numerically possible in ithe rotor dynamics tmiodel, has a

finite amplitude. These amplitudes may be small; but if they are in an

unstable region, in a few thousand time steps they can become very

large. For this reason, only the second and third order integrators

were used. This is still a vast improvernent over other types of

integrators such as the one used by NASTRAN. NASTRAT uses an inplicit

form of the Newriark-Beta integrator, ref 8. This integ;rator is second

order and does not have an error estimate.

The rotor-bearing system described in ref 11, (which dynamiically

simulates a typical small gas turbine), was used as the example

problem. This rotor bearing system consisted of a shaft with three

disks mounted on two axially preloaded ball bearings (fig 2). In this
rotor-bearing system the bearincs were mounted in squeeze-film daper

journals, and the journals had centering springs.

The first three critical speeds for the rotor bearing systerii

without oil in the dlampers are shown in figure 3. Note that all the

rmodes are bent- shaft modes. The "classical" hierarchy only applies
to stiff shafts; therefore, the classical mode shapes do not

characterize the actual mode shapes. The first rhode, about 7600 rpm,
classically would be the cylindrical node. Eut in this case, it has a
large amount of bending outward near the shaft center. The second

modej, about 9200 rpm%, classically would be the conical node. In this

case, it has a slight aroutit of bending; outward near the shaft ends.
The third rmode, about 11200 rpm, classically would be the bending

mode. In this case, it has a lar:,e amount of bending throughout the
shaft.

The rotor-bearin-, syste,. was modeled by using 23 elements. Prior
to the blade loss simulation the rotor was assuned to be balanced and
operatins; at 9500 rpm. The blade loss %,as similated by an
instantaneouq application of 5 mils of .nass excentrLcity in the far
disk. The equations of motion for this system were directly

integrated by the nethod used in ref 9 uith a variable time step. The.
output was interpolated to equal time steps; (100 time steps per shaft
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rotation), and displayed on a CRT, fiutrre 4. The display showed an
oblique view of the rotor bearing system, uith the bearing, center line
as the oblique axis. The transverse vibration Is indicated by tne
position of the rotor centerline. The scale of the transverse
vibration exaggerates the amplitude of the vibration. The display on
the CRT was photographed at each tirte step. These photnoraphs i.vre
then shown as a motion picture.

Figure 5 shows the superposition of the first ten francs of the
blade loss simulation without a rub,. Initially the rotor, the
bearing, and the mass center line coincided. After the blade loss, a
traveling wuve starts at the blade loss disk and travels do.-i the
rotor. Dur ing the time high frequency cooponents are doninant,
(because the rotor as a whole is not -nvict,). A model anAlysis which
only uses the lower modes cannot discribe the maotion during this timec
period.

Figure 6 shows the position of the rotor for the first six
rotations of the rotor after blade loss without a rub takinp, place.
Iuring the first rotation, the blade loss disk spirals out. Thiri n
the second rotation, the disk on the other end of the shaft spirals
out. During tho third rotation. the center ,fai: spirals out. After
this the envelope of the rotor positions, seens to oscillate in a
conical fashion, with a frequency of about 1/4 operating spxeed. Tnis
beating seerns to be at a frequency difference between the operating
speed and the Ist critical speed. (Ref 12 experimnentally showed a
similiar beat frequency between the operating speed and the critical
speed.) During this time the rotor shape resembles the third critical,
except that the bearing center line is not in the plane of the rotor.
The maximum amplitude occurred on the blade loss disk on the sixth
rotation and on the opposite disk on the fourth rotntion. 'he
conclusion drawn from this figure is that If there is clearance space
down the rotor and a rub occurs, it does not necessarily occur at the
blade loss disk first.

The rotor-case rub was simulated by surrounding each disk with a
shroud that had a 2 mil radial clearance and a stiffness of
100,000#/in. The rub was induced by a repeat of the blpde loss
simulation with the clearance restrain. Two rub simulations were run,
one with a coefficient of friction of .1 and rihe other with a
coefficient of friction of .2.

Figure 7 shows the first 6 rotations of the shaft after blade
loss for a coefficient of friction of .I. T)urin,, the first shaft
rotation the blade loss disk spirals outunrd and bounces off the case
four times. Each collision of the rotor with the case scnds out
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traveling waves dow the rotor. These waves interact with each other
causing the envelope of the rotor motion to be very complicated. On
the second shaft rotation both outboard disks bounce off the case four
times. As the rotor continues to turn the orbit becomes more
circular. That is, the rotor-case interaction becomes less of a
bouncing nature and more of a continuous contact. The envelope of
the rotor motion seems to be oscillating in a conical nature; but both
outboard disks seein to remain in contact with the case. The rotor
continues to whirl about the bearing centerline in the rotational
direction (forward whirl). The frictiopal drag forces are not large
enough to drive the rotor into backward whirl.

Figure 8 shows the first 4 rotations of the shaft after blade
loss for a coefficient of friction of .2. The motion of the rotor on
the first rotation is similar to the .1 coefficient of friction case.
On the second rotation, the blade loss disk has a very hard collision
with the wall, causing the rotor to bend considerably. On the third
rotation the rotor uiirl direction changes from forward to backward
whirl and the rotor -Whirl begins to accelerate in the backward
airection. On -he fourth rotation, the rotor motion becomes very
large and it continues to grow on succeeding rotations.

This example problem has shown that small changes in the
coefficient of friction, (from .1 to .2) can change a rotor response
to a blade loss condition from a relatively safe response to a
catastrophic response. Fbr seal rubs the coefficient of friction is
probably between .1 to .2. For blade tip rubs, this rub model is not
accurate. This type of rub involves material removal, phase changes
and or non-elastic deformations. If this model were to be used in a
general manner, then the coefficient of friction would probably be
greater then .2.

In conclusion, this computer code allows us to look at blade loss
induced rotor rubs and displays the rotor motion in a motion-picture
format. A 10-minute, 16-millimeter, color, sound motion-picture
supplement is available, on loan, that shows the computer made motion
picture for the blade loss induced rotor rubs.

SIMMARY OF RESULTS ANT) CONCLUSIONS

A method for direct integration of a rotor dynamics system
experiencing a blade loss induced rotor rub was developed. The
followin,, conclusions were drawn-:

I. The method was nunerically stable for any time step up to a thirdl
ordIer inte'rator.
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2. The time step was controlled so that the maximum error was less
then .01% and the probable error was between .001% to .0001%.

3. For the rotor typical of small gas turbines a stiall change in the
coefficient of friction, (from .1 to .2), caused the rotor to chinife
from forward to backward whirl and to destroy itself in a few
rotations.
This method provides an analytical capability to study the
susceptibility of rotors to rub induced backward whirl problems.
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Fig~ure & - Envelope of rotor motion for first four rotations of rotor after b~lads loss icollffclent of friction equals a 2).
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NON-DESTRUCTIVE TESTING FOR FIELD WELDS:
REAL-TIME WELD QUALITY MONITOR

*FRANK KEARNEY

CONSTRUCTION ENGINEERING RESEARCH LABORATORY
CHAMPAIGN, IL 61820

1. INTRODUCTION

Background

During the welding process, changes in arc voltage, travel
* speed, and heat input can occur without the operator's knowledge.

These changes can cause defects such as porosity, slag inclu-
sions, incomplete fusion, and undercut in the deposited weld
metal. The cost of locating and repairing these defects can be a
major portion of construction costs; welding inspection can con-
stitute 25 to 40% of the weld fabrication cost. In addition,
weld defects decrease service life of welded joints.

Consequetitly, it is necessary to monitor the welding parame-
ters to detect, identify, and locate possible defects. A weld
monitor with real-time output would aid the inspector in desig-
nating suspect areas for non-destructing testing after welding.
Further, a real-time weld quality monitor could be used to inter-
rupt welding when defects are occurring thus precluding costly
rework. To address this need, the US Army Construction Engineer-
ing Research Laboratory (CERL) is conducting research to develop
a field-portable real-time weld quality monitor (WcM).

In the initial phase of the study, the following require-
ments were established for the device:

325

pRECEDING PAGE BLANK



*KEARNEY

1. Monitor the three primary signals from the weld system:
arc voltage, current, and travel speed; compare them to preset
limits; and alert the operator if the limits are exceeded.

2. Calculate the heat input, nugget area, and cooling rate
from the three primary signals; compare these values with preset
limits; and alert the operator if these limits are exceeded.

3. Be field portable.

4. Interface easily with in situ welding equipment.

Essentially, the WQM is intended to provide " mechanism to
merge the welding engineer's design intent with the actual field
welding process.

Following delineation of these requirements, a prototype WQ4
was designed, fabricated, and tested using input from a fully
automatic gas metal-arc (GMA) welding machine. The automated QiA
process was chosen to obtain close control and reproducibility of
the welding variables for initial testing.

ObJective

The objectives of the first phase of the study were (1) to
configure a portable, real-time WQM system, and (2) conduct
laboratory and field tests to determine the adequacy and field
applicability of the design.

Approach

The design of the breadboard W(4 was modified to incorporate
improvements indicated by actual welding situations in the
laboratory. Hardware was assembled and packaged for field use.

In the transitional period from laboratory prototype to
field prototype, personnel in Government and the private sector
were consulted and their suggestions were used to further imptove
the unit. The unit was then installed in a welding situation
that would thoroughly test all modes of operation.

2. FACTORS AFFECTING WELD MECHANCIAL PROPERTIES

In the development, testing, and evaluation of the various
generations of the weld quality monitor, certain basic welding
parameters and relationships were used as guidelines.
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Defects

Changes in the welding parameters of arc voltage, travel
speed, and heat input can cause several types of defects of depo-
sited weld metal.

Porosity is a void or gms pocket trapped in solidifying weld
metal. The reduced solubility c the gas in the metal caused by
the decreasing temperature forceu the gases out of solution. The
gases are originally introduced either by poor shielding, which
contains air, or by chemical reactions in the molten weld metal,
With stick electrodes, too oong an arc resulting from excessive
arc voltage can reduce the shielding effectiveness, thus intro-
ducing gas.

Stag in•lu•ion is the entrapment of an oxide or other non-
metallic material under the weld beam. The major source of slag
is the coatings on stick electrodes. This defect is related to
heat input.

Incomplete fusion is the failure of adjacent layers of the
weld metal or weld base plate to fuse. Incomplete fusion may
result when the adjacent metal is not heated to the melting point
because of insufficient heat input.

An undercut is a groove melted into the base plate at the
toe of the weld and is caused primarily by excessive travel speed
in relation to the welding current.

In addition to the defects caused by improper control, the

heat generated by the welding process can caups the following

changes in the base metal:

1. Grain Coursening

2. Softening ("Annealing effects")

3. Hardening (Phase precipitntion or transformation)

4. Segregation of constituents

5. Grain boundary melting

6. Loss of ductility

7. Loss of toughness
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8. Residual stresses causing distortion or cracking.

The type of change which occurs depends on the chemical com-
position of the bass metals and electros and heat history of the
bale plate.

In the two commonly used field welding processes -- shielded
metal-arc (stick electrodes) and gan metal-arc (bare wire) -- the
eoutce of heat for melting the material is an electric arc. Con-
trol of the arc parameters will control the amount of heat gen-
crated, the length of time at an elevated temperoture, and the
cooling rate of the weld zone.

fase Metal Microstructure

The cooling cycle after a weld pa3ss determines the micro-
structure of the weld metal and the heat-affected zone. With
fast cooling rates, some steels become very hard because of a
mertensitic transformation. if the cooling Is sufficiently slow,
the metal may be more ductile and the structure ferritic and
paorlitic. The type of steel generally determines which of these
structures is desired. For low-carbon and low-alloy steels, the
poarlitic structure is desirable, while for high-strength
quenched and tempered steel, the martensitic structure in desir-
able.

Mertensite is undesirable In low-carbon and low-alloy qteels
designed for yield strengths less than eighty kil (552 MN/m')
because of its hardness and low solubility for hydrogen at
amblent temperatures. The combination of characteristics
increases the likelihood of hydrogen cracking in the joints. Use
of low hydrogen (stick electrodes) the gas metal-urc welding sye-
tem reduces this tendency towards hydrogen-induced cracking.

Coolin& Rate Control

Control of the cooling rate is essential in preventing
undesirable microstructure in the weld and heat-affected base
plates. A mathematical combination of arc voltage, current, and
travel speed known as heat Input (HI) has been used as a means of
controlling cooling rates for many years. The equation for cal-
culating heat input ist

VOLTACE x AMPERAGE x 60 [q1
TRAVEL SPEED (in./min.)
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The normal maximum has been 55 thousand to 60 thousand

Joules/inch. (21,654 to 23,622 J/cm) for the field processes
mentioned above. Another means of controlling cooling rate has
been preheat treatments. Dorachu (1] has shown that the rela-
tionship between heat input, preheat temperature, and cooling
rate is:

m (T - T) 2
R 0Eq 2]

CR HI

Where CR * cooling rate

T a test temperature

T - preheat temperature

CR m cooling rate

c a constants

HI - heat input

Equation 2 indicates that the higher the preheat temperature and
heat input, the slower the cooling rate.

Shultz and Jackson (2) have shown that the cross-sectional
area of the weld bead is a useful indicator of weld metal mechan-
Ical properties and that a relationship exists between the area
and cooling rates. They also found that arc voltage has little
or no effect on the nugget area and cooling rate. The relation-
ship that Schultz and Jackson have developed for nugget area, arc
current, and speed isi

na - 122 x 10- 7 [lEq 3iS .0903

where na - nugget area (sq. in.)

w • arc amperage

S - arc travel speed (In./win.)

I3

I.
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3. CIRCUIT DESCRIPTION

Figure I in a block diagram of the weld quality monitor
showing the input signals from the welding arc. These signals
are conditioned to standard values and sent to the comparator
module, which compares the input signals with a set of limit sig-
nals. If the Input signals are too high or too low, the
appropriate alarm is triggered. Input signals are also transmit-
ted to the analog computer module for calculation of the heat
input, cooling rate, and nugget area. The calculated values are
then compared to reference signals and the appropriate alarm is
triggered if needed.

4. LABORATORY TESTS

Procedure

Each channel of the laboratory prototype monitor was indivi-
dually tested with a variable signal similar in current and vol-
tage level to the signal from a welding machiue. The limits for
each channel were set, and the test of voltages were varied to
simulated changes in the primary signal.

After each channel was tested successfully, the three simu-
lated ptimary signals were fed into the monitor simultaneously.
The limits were again set and the input voltages varied. All
circuits including the analog computer section were checked for
accuracy and reproducibility.

The monitor was then nonnected to the CERL welding machine
to test the circuitry with actual signals after the limits were
set; the welding arc was establinhed on a test plate.

Resul ts

Results of the laboratory testing showed that All channels
performed satisfactorily both Independently and in conjunction
with each other. The warning lights were triggered when the
input signal exueedetd the limits set by the reference signal , ind
no difficulties were encountered when the limit spnns were
changed.

While investigating the signals of the three parameters
(voltage, current, and speed), It was found that the voltnge and-V
amperoge signals contained spurloin nlise signnln. Tlhmsq HiignleR
were removed by (1) ineorporating filters In the dantn ,hinnnVlS to
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eliminate the peaks and smooth out the signals, thus reducing the
chance of damage to components, and (2) replacing the shunt as
the amperage signal source with a Hall effect solid state
traneductor. (The advantage of using the transductor is that it
is not directly connected to the welding machine as the shunt is;
instead, it fits around the cable and measures the magnetic field
generated by the current passing through the cables) The
trnnmductor minimized amperage transient signal problems; filters
were installed in all channels in field contingencies. The
modifications indicated by the laboratory testing program were
incorporated into the monitor before field testing.

5. FIELD TEST

q, Site Selection

The general types of welding operations considered for field
testing were shop fabrication which uses automated welding equip-
ment and field fabrication/repair which involves manual or semi-
automatic welding and is more dependent on the operator's subjec-
tive judgment.

In addition, it was decided that field tests would be more
conclusive if the weld quality monitor were used in conjunction
with some other form of non-destvuctive touting. Two sites were
available that offered these combinations: Flint Steel Corp.,
Tulsa, OK, and a hydro-electric turbine shaft repair job at Ozark
Hydro-Electric Plant, Ozark, AR. The field repair job at Ozark
power plant was chosen since it would entail situations that
could not be simulated during the CERL laboratory evaluations.
It was felt that the time and space constraints of the field
repair situation would assess the unit's adaptability most
rigorously. In addition to the hardware evaluation, the field
test would provide an opportunity for welding personnel from
industry to appraise the WPM.

Test Operations

The WQM and auxiliary equipment were transported from CERL
to the Ozark plant in a conventional automobile with no special
handling. The equipment was net up by maintenance personnel and
was ready for operation in lose than one day.

The WQM was aet up approximately 50 feet (15 m) from the
repair location. Installation of this devine Involves simple
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disconnection and reconnection of one of the leads from the
welder power unit; no hard wiring is required.

Since no speed measurement system was available for this
test, a precision voltage source was used to provide an
equivalent signal to compute heat input and nugget area. For
this mode of operation, a voltage corresponding to a particular
welding speed is input to the analog computer module to compute
heat input in nugget area (equations I and 3). For example, if
the analog module were scaled for one volt equal one inch per
minute, then a six-volt signal from the precision voltage source
would be input for a welding speed of six inches per minute.

The signals taken at the ouLput of the signal conditioners
before filtering for inputting the comparators arc not distorted,
and the response of the sensors to the voltage and curlqnt varia-
tions incurring in the arc is preserved in the transdu,.-ion and
the conditioning process. Thus, several data utilization options

are possible -- from simple alarms to adaptive control systems.

Results

The central unit and associated sensors were interconnected
and energized without disrupting the welding contractor or
requiring welding equipment modification. This verified the
adaptability and flexibility of the design objective. Installa-

tion of the system was accomplished by a ceramic engineer; an
electrical engineer was not required.

The WQM was operated by non-electronic personnel (a welding
engineer) with minimal instruction. The data display and
printout were understandable to both laboratory and contractor
personnel. H

During the start up of the WQM, erratic operation was indi-
cated by the visual display; the modular packaging method enabled
the problem to be diagnosed and repaired rapidly by Interchanging
modules. Again, this was accomplished by non-electronic person-
nel using predefined trouble-shooting procedures.

With the feasibility of the design intent of the WQM demon-
strated, a concerted program was initiated to develop: (1) suit-
able speed-measuring systems for manual welding situations, (2)
specific radiometric measurement techniques involving acoustic
omission and thermal spectral analysis, and (3) digital process-
Ing features using microprocessor to facilitate programming the
WQM.
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6. OPTOELECTRONIC WELD EVALUATION

Direct quantitative measurements of certain parameters of
welds in process have not been possible for several reasons. In
particular:

a. The high weld temperatures consume and destroy sensors
proximate to the weld area.

b. Contacting sensors introduce a discontinuity of the weld
process causing data of uncertainty.

c. In the case of manual welding, the subjectiveness pecu-
liar to the welder is indeterminant and variable.

Presently, some indirect measurements are utilized such as
thermocouples, etc., but these techniques exhibit time lags,
averaging effects, and other factors that mitigate the validity
and reproducibility of the information obtained.

Because of this inability to measure directly and instan-
taneously the quantities relevantly to a satisfactory weld, a
research program was implemented to produce non-contacting
instrumentatinn techniques that will be field applicable to
directly monitor pertinent weld measurements such as cooling
rate, weld speed, and heat input, to serve as input data to the
CERL weld quality monitor.

Optoelectronic technology is used to detect the amplitude
and wave length of radiation emitted by the welding arc. A pho-
todector, or an array of photodectors is the primary sensor with
appropriate circuitry to provide the required output information.

Physics of Welding Arc

For all practical purposes, the welding arc can be thought
of as a gaseous conductor which changes electrical energy into
heat. The welding arc can be defined as a particular group of j
electrical discharges that are formed and bustained by the
development of a gaseous conductive media. The current carriers L
for the gaseous medium are produced by thermal means and field
emission.

The arc current is carried by the _ , the ionized state
of a gas composed of nearly equal numbers of electrons and ions.
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Mixed with the plasma are other states of matter, including mol-
ten metals, slags, vapors, neutral and excited gaseous atoms and
molecules.

Measured values of welding arc temperatures normally range
between 5,000 and 30,000 degrees K, depending ot, the nature of
the plasma and the current conducted by it.

The amount and character of spectral radiation emitted by
arcs depend fundamentally upon the atomic mass and chemical
structure of the gas, temperature, and the pressure. Spectral
analysis of arc radiation will show bands, lines, and continua.
The analysis of radiation from organic-type covered electrodes
shows molecular bands due to the existence of vibrational and
rotational states as well as line and continuum emission from
excited and ionized states. The inert gas arcs radiate predom-
inately by itomic excitation and ionization. As the energy input
to arcs increase, higher states of ionization iccu.ý, Slving radi-
stion from higher energy levels.

The fundamentas method utilized in the development of non-
conaacting sensors in this study is to separate and quantify seg-
ments of weld spectra correlatable to specific weld parametcrs.
The visible spectrum and a portion of the infrared spectrum
emanating from the argon-shielded gas tuugsten arc nre shown in
Figure 2.

Optical Electronic Transduction Methods

Two methods of segmenting or partitioning weld spectrum are:
Selection of photosensors having a spcetral response only In saec- K
tions of the spectrum to be measured and, use uf optical filters
to limit the wave length of radiation impinglig on the phoLodec-
tor. For this work, the ýatter method was used; the radiation
physics and adaptation of the optical electronics to the problem
is illustrated in Figure 3. Extreme flexibility was provided by
various combinations of commercial photographic filters which 2
made it possible to segment the arc spectra into approximately
five bands which provided adcquate resolution to quantify weld
flaws. Two examples will briefly illustrate the procedure.

An analysis of the metallurgical phase diagrams associated
with weld niugget area suggested that the normil (acceptable) weld
spectium and a deviant spectrum characterizing a flaw would have
wave longths grs-mter than 700 nanometers. To implement the
"front end" of the sensor system, a Wratten type 89b filter was
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selected coupled with a type TIL-63 phototransistor. This pvo-
vided a sensor system with a photometric "window" of approxi-
mately 700-1,050 nanometers; thus, the desired spectra were
detected while extraneous spectra were attenuated. A fiber optic
light pipe was the transmission device between the arc and the
phiototranpistor. Weld arc instability or "sputtering" is one of
the most common flaw-inducing conditions encountered in practice.
Laboratory testing using radiometers indicated that spectral
lines omitted by an unstable arc wsre very dense in the visible
range; to quantify this, a ratton 57 cylinder was used '.n the
front eLad with notable results. Another flaw-inducing condition
that was detacted by this "poor man's photometer" was magnetic
arc blow. Present work is concentrat'ýd on developing rugged tem-
perature high optLal systems to provide durability for field
use. To date, the results are must encouraging; the fiber optic
bund.Aev are 1/16 to 1/8 inch diameter Lnd fortuitously have a
"anss bauid in the range required, specif.i.cally .4 nanometers to
1.9 nanometers.

7. Large Scale Integration (LST) and the WQM

'lhe primary factor that makes thu WQM a practical and ubi-
quitous tool is the confluence of welding engineering and large-
scale integration electronics tecluology. Measurements and
recordings of voltage, current and, more recently, acoustic emis-
sion data is becoming quite standard. The CERL WQM is innovative
and unique in that it utilizes this data for in-situ, real-time
analysis for continuous and instantaneous quality assurance.

8. Epilogue

Concurrent with the submission of this paper, the first suc-
censful tests of a prototype optoeilectronic system configured for
field use were conducted at CERL.

Il this unit the spectrum is segmented and quantified by a
grooved spectrograph and linear photodi.ode array. A high tem-
pe:ature fiber optic bundle is routed along the flexible
cable/hose assembly to the welding guin and does not interfere
with normal welding operations, Becausu of th:s versotility, the
system is applicable to manual welding which is the principal
method used by Lhe Army.

Flaws caused by slag inclusions, loss of flux, loss of cover
gas and magnetic arc blow have been distinctly characterized.
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Introduction

Recent dramatic increases in t~e ability to produce ultrahigh
power bursts of microwave radiation both in the United States and in
the Soviet union are causing a complete reevaluation of our use of
electronic systems on the battlefield and the susceptibility of
current devices to new forms of electronic warfare. At the Harry
Diamond Laboratories, a reflex triode has been used to produce peak
powers as high as 3 GW in the X-band. Although this device was
originally developed as an ion source, 2 ' 3 the oscillating dipole
motion of the electrons makes it an obvious candidate for a source of
electromagnetic radiation. A fully relativistic, time-dependent,
one-dimensional simulation code was written to investigate these
collective oscillationm and to predict the microwave energy spectral
density.

The Experiment

The basic geometry of tho triode is shown In figure 1. When
connected to ýhe ?X-45 Flash X-Ray machine at the lierry Diamond
Labor.tories, the carbor; cathode delivers 20 kA average vurrent
during a 25 na wide pulsed accelerating potential of 1 MV peak. The
anode is a 6.4 m thick aluminized Mylar film located 1 cm from the
emission cathode. To kaep the random energy and self-fields of the
electrons from blowing up the beam (radially), a slow pulsed magnetic
field of variable (0 to 4 kG) peak amplitude was applied alonq the
axis of the triode. The final section of the vacuum coaxial line and
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Figure 1. Reflex Triode Attached to FX-45 Pulse Time.

the cathode support structure were fabricated from copper clad GIOcircuit board to maximize the intensity of the applied magnetic field
and minimize the eddy current losses. The cathode diameter was 5 cm,the cathode-ground plane gap was 10.5 cm, and the anode-cathode gap
was 1 cm.

The placement of the microwave diagnostics is shown in figure2. X-band and Ku-band waveguides were used to carry signals to thedetection apparatus. For radiation perpendicular to the triode axis,both horizontal and vertical polarizations were recorded by inserting
and removing twists in the waveguide. Radiation parallel to thetriode axis also was measured. Crystal detectors were used to
determine power magnitudes, and long dispersive waveguides were used
to examine the frequency content of the radiation.
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PARALLEL DETECTION

PERPENDICULAR DETECTION

Figure 2. The Reflex Triode Vacuum Chamber with
Microwave Diagnostics in Place.

Theory of Operation

The actual operation of the reflex triode is demonstrated by the
particle trajectory shown in figure 3. As current from the cathode
flows through the anode, space charge effects lead to the formation
of charge bunches. These charge bunches reflect the electrons, and
give rise to multiple modes of oscillation about the anode. The
resultant space charge oscillations are similar to the Barkhausen
oscillations that were observed in the early radio tubes of the
1920's. 5 These waves have a rich frequency content in which the
dominant modes are determined by gap spacing, gap voltage, and
applied magnetic field.

To gain insight into the parameters that affect microwave
radiation from a reflex triode, a computer simulation of the electron
motion was undertaken. 6 Based on a relativistic extension of the
techniques used by Birdsall and Bridges,7 the code used superparticle
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CATHODE,

ANODE FOIL

GROUND PLANE

Figure 3. A Particle Trajectory Jn the Reflex Triode.
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space charge sheets to represent the flow of charge in the triode.
It was found that seven parameters completely define the electron
dynamics of a reflex triode simulation run. The three geometric
parameters are the distances from the anode to the near and far
cathodes (shown as a ground plane in figure 3) and the area of the
emitting cathode. The machine parameter is the waveform of the
voltage applied to the anode-cathode gap as a function of time. The
material parameter is the stopping power of the anodo foil as a
function of electron energy. The two internal code simulation
parameters are the time step between electric field calculations and
particle pushes and the available current for injection into the
anode-cathode region. Time steps are chosen to be a small fraction
of an anode-cathode light transit time. Typically, a time step of
0.26 ps is used, giving a Nyq,'ist cutoff frequency of 2000 GH-.

The simulation results show that, at the onset of the voltage
pulse across the anode-cathode gap, electrons are explosively pulled
out of the cathode plasma and fill the triode region. The total
space charge, however, does not monotonically increase but oscillates
in time while rising to a saturated time averaged total charge.
Electrons entering the gap with favorable phase relative to the given
frequency component of the resultant space charge fields give up
energy to the fields and remain in the triode region, whiln those
with unfavorable phase will gain energy from the fiolds arid are
ejected from the triode region. Favorably phased electrons tend to
be grouped toquther spatially since they enter at nearly the same
time. Also, space charge periodically limits the subsequent entrance
of eleatrons at the emission cathode. These mechanisms give rise to
electron space charge bunching. While the ale-tron bunches oscillate
back and forth about the anode, they also interact with one another
ejecting and capturing electrons from one another and thereby

depleting and growinq in mise. This behavior is similar to strong
Langmuir turbulence in a relativistic electron plasma.

Once the triode has been saturated, the total charge oscillates
about the mean valui,. A spatially fluctuating virtual cathode forms
on the far side of the anode s& a time averaged distance
approximately aqual to the anode-cathode gep. Transient bunching
mechanisms lead to high frequency oscillations about the anode.
Spectral analysis of these space ohsrge oscillations reveali a broad
apectrum of peaks in the qiqah'rtm regime separated by 0.2 to 0.4 0Hz
and peakinq at 10 GHz.

The actual spectral density of the emitted radiation was
computed in the far field Alpole approximation by using the
calculated current density of the space charge cloud. AM important
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consequence of this treatment is an interference form factor for the
oscillatifig 9pace chare cloud geometry with zeroes in the region of

6 interest (7.2 and 13.2 GHt).

Discussion

Figure 4 shows two calculated average power spectra for typical
experimental parameters. On the uppeir plot, the predicated average
power in the X-band is approximately 50 MW. This pri~dictton compares
favorably with experimental shots during which a high (we'veral
kiloqauss) magnetic field was applied along the axis of the triode
and confirms the validity of the model in that parameter regime.
The high magnetic field confines particle movement to the one-
dimensional motion seen in the computer simulations. The lower plot
shows the computed radiation spectrum that would be expected if a
larger (higher peak and longer rigse time) pulse were applicd across
the anode-cathode gap. The power output is seen to be senikitive to
okianges in the size of the applied voltage pulse, which (in cur
machine) typically varies by 5 to 10%. Such variations can at most
account for power outputs of 100 to 150 MW, while peaks as high as 3
GW have been recorded experimentally.

For all shots on which more than 200 MW of~ peak power wag
measured, the applied fieldi was less than 500G. At theme low
maginetic field levels, the electron motion is no longer constrained
to one dimension and the system may allow multi-dimensional rnotiun
and bunchin~g effect. which would influence the productior of gigawatt
peak power microwave pulses. To better understand and exploit these
effects, a fully relativistic, time dopvqndent, 2 1/2- dimensional
suparparticlis simulation code is being prepared and should he
operational by mid 1980. It is hoped that a morn sophisticated model
of triode operation will. be constructed that will predict the
production of highor peak and average output powers wi~th &
substantial increase in efficiency (presently 5%). Already, 30%
efficiency at gigawatt power levels In B-band has heen achieved wi hh
a triode at the Tomsk Polytechnical Institute in the Soviet Union.

Near term experiments will attempt to operate without. A phlysical
anode foil, to mdtch the impedance of the triode to the electron beam
generator, and to carefully map the dependence of the~ microviave
radiation on the applied matgnetic field. Long term qjoals will
concentrate on using the results of our RiMlllati~rn effourt to improvCe
our understanding of the rEflex triode and to increase it.s radiation
output.
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Microwave Devices and Applications

Table I lists the values of various parameters associated with
the reflex triode and allows comparison with values from two other
experimental devices that have produced gigawatt power levels of
microwave radiation. The magnetron is an attractive device, but the
small size required for microwave operation limits the voltage and
the current that can be applied and therefore the power that can be
extracted. The pulsed Gyrotron is a large, inefficient experiment
that requires (in its present form) a huge electron beam generator

L which would prohibit practical use on the battlefield. However, the
reflex triode requires only a modest electron beam source, and
optimization should be able to increase both its output and its
efficiency.

Table I
Parameters for Ultrahigh Power Microwave Generating Experiments

Parameter Magnetron 9 '1 0  Gyrotronil Reflex Triode6

Accelerating
potential 360 kV 3.3 MV 1 MV

eaem current 12 kA 80 kA 20 kA
Pulse length 30 nsec 70 neec 20 no
Axial field 8 kG 10 kG 75 0

Power out 1 GW l W 1 GW
Frequency S-band X-band X-band
Efficiency 35% 0.4% 5%

To place a device like the reflex triode experiment in a proper
practical perspective, it is necessary to consider its actual use on
the battlefield. Historically, one of the weakest links preventing
exploitation of these ultrahigh power microwave sources has been the
electron beam generators. However, capabilities for producing
intense relativistic electron bems have also increased dramatically
over the last several years. Although most of the industry's
attention has been du4oted to the superhigh power generators like the
(10 MV, 1 MA) AURORA and the (1.5 MV, 4.5 MA) Proto II facilities, a
great deal of work has been done on improving reliability,
reproducibility, and the repetition rate of the smaller (0.2r MV, 5
to 30 kW machines.

At the Sandia Laboratories, an electron beam machine has been
designed 4 to deliver 350 kV, 30 kA, 30 niec pulses at a continuous
rate of 100 per second. The machine has actually operated in this
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mode for saveral minutes without suffering any type of breakdown.
Improved versions of this machine have delivered voltages as high as
1 MV to diodes on a sustained repetition rate basis. Any of the
Sandia repetition rate machines would easily fit on a flatbed
trailer, and with some minor component redesign, they could probably
be squeezed onto a pickup truck. in short, these machines are on the
verge of becoming exceptionally transportable. With such electron
beam generators already being developed, practical use of the
ultrahigh power microwave generation schemes is already becoming
possible.

There are four major areas where microwaves find use on the
battlefield: communications, radars, electronic warfare, and
directed energy weapons.

in communications applications, high power means longer ranges,
better signal to noise ratios, and immunity to jamming and
interference. Practical monopulse radars could be developed to cov'r
problem-situations in which the transmitter must remain hidden or the
target must be acquired rapidly and there is no time to process
multiple pulses. Theme sources are useful not only as jammers, but
also as simiiators of enemy Jamming equipment. Finally, the outputs
of these devices are reaching levels where they can be considered as
directed onergy weapons.

Conclusion

Although several laboratory experiments have demonstrated the
capability upf generating gigawatt power lr'vels of micrnwave
radiation, the Army's work on the reflex triode has established it as
the clear front-runner in the race to put practical ultrahigh. power
microwave sources on the battlefield in the 1980's. Wte should be
ready to incorporate these new sources into our defense technology,
anW we should be prepared for the problems that these devices can
cause when they are used against us. I
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I. INTRODUCTION

The Network Traffic Analysis Model is a fully documented time
and event oriented dynamic model which simulates the actions of indi-
vidual equipment at the macro decision level. All multichannel
related equipment in a communications system and their interactions
are simulated so as to arrive at an analysis tailored to each
individual problem.

The basic program is titled the "Simulation Model for Inter-
ference Analysis of Nodal Systems" (SIMIANS). SIMIANS consists of
many programs which simulnte a "black box" or group of "black boxes"
for each general type of equipment, (for example, a message
switch).(1) The black boxes are defined with specific equipment
characteristics, such as delays, capacities, and other parameters. It
is in this manner that specific equipment are simulated, (such as an
AN/TYC-39 using step 2 softwarel).

ISIMIANS does not emulate software when modeling a communications
system. The software and hardlware of a system is assumed to work as
intended by the designer unless empirical data is avilable.
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Simulated tactical equipment is modeled in a simulated tacti-

cal scenario which includes both friendly and enemy communication-
electronic emitters. The deployment currently used is a Scenario-
Oriented Recurring Evaluation System (SCORES).(2) With a SCORES
simulated deplo)nnent, SIMIANS can simulate communications systems up
to and including the size normally used for the support of a US Army
Corps actively engaged with the enemy. This simulatior includes theaffecto of '.,ctromagnetic compatibility and vulnerability.

Traffic Loading of the Network Traffic Analysis Model is ac-
eomplished by modifying data from the Communications Support Require-
ments Studies (COMSR) supplied to the US Army Electronic Proving
Uround (USAEPO) by the US Army Signal School.(3) COMSR data (which is
based upon input from all US Army Service Schools) contains the aver-
age times per day and lengths of conversations and messages between
any two or more individuals in a deployment, as well as other relevant
data such as precedence, and information contents The times and
lengths are then modified by statistical processes to provide unique
traffic (calls & messages) between individual subscribers in the
simulation.

If. SIMULATION METHODOLOGY

a, General

SIMIANS is a dynamic discrete time event oriented modelwritten in an extension of FORTRAN called "the Simulation Language for
the Analys..s of Communications Systems," (SLACS).(4,5,6) SLACS,
(which his been designed to provide efficient, simplified coding for
dynamic simulation modeling an extensive electromagnetic environment),
simulates dynamic interaction using a general methodology similar to

CPSS and SIMSCRIPT T1.5 in that it utilizes external and internal ev-
ent files as well as a driver program.(7,8) (See Figure.) The
SIMIANS program, written in SLACS, diverges from other tactical. com-
munication simulations in the level of detail, the size of the model-
ing effort, And the consideration of the effects of the electro-
magnetic environment.(9,1O,11,12,13)

b. Creation of External Events

External events are stored In ia computer file before the
siniulation begins. lThe computer file is then used to drive the
simulation by providing distinct calls and messages with their re-
spective phoae numbers and routing indicators as input to the
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simulation* These telephote calls and messages are derived from real-
time tactical communications requirements which in turn have been
derived from COMSR needlines 2 to be simulated by the model. In
addition to communication requirements, the file may contain event
data on attritions, failures, and repairs which have been derived from
DA statistics. An individual external event identifies the time,
origin, destination of call or message, precedence, information
content, and length of the call or message.

POUNT IVINI DATA
111 Fitt V ilt

1Attic SIMULATION IN IO

CuU IH PIVIN?01--

HITR WiOKY!

Figure. SLACS Simulation Methodology.

COMSR data contains the message or call originator and des-
tifnstion, the average number of communications per 24-hour period, and
the average message length as well as the other information pertaining
to messages and calls discussed in the previous paragraph. SIMIANS
assumes that the COMSR needline traffic can be represented by a non-
homogeneous stochastic process. Needline data described by COMSR data
ib in terms of 24-hour intervals. SIMIANS considers each needline in
terms of a nonuniform arrival rate throughout a given 24-hour period
(described in more detail, next pars). Each period is considered a
unique increment statistically independent of other increments, in

"2A needline is defined am the requirement of two individuals to
transfer information for a specific purpose by a specific mode. In
COMSR, each interunit COMSR record and intratnit COMSR record is a
needline.
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that the calls or messages generated during one 24-hour period are not
influenced in any manner by traffic generated in a previous period.
Arrival rates as defined by COMSR remain constent, and will remain so
in the generation of e::ternal events with the exception of a change of
combat posture to an other than normal condition. The arrival rate is
defined as the frequency with which a message or call is attempted.

It has been assumed in the writing of SIMIANS, that the aver-
age number of calls or messages per 24-hour period reflected in COMSR
data has been derived from traffic which follows a Poisson Distribu-
tion. The traffic is then assumed to be uniformly placed throughout a
24-hour period at the average rate supplied by COMSR. A random number
is generated between zero and one, and converted to a time scale
between 0.00 and 86,400.00 seconds (86,400 sec - I day). Thus, the
unique time of each call and message attempted is derived.

Next the length of each call and message is defined. Each
message and telephone call simulated in SIMIANS assumes that a tele-
phone call or message can be broken into two parts, an identification,
or preamble section of fixed length and the text which is of variable
length, The variable length is assumed to be exponential defined with
a mean (u) minus the length of the fixed portion 1. (The value u+1 is
equal to the average length found in COMOP.) A random number from
0.00 to 1.00 is used to vary the length oi the text and thus, the en-
tire message length. The message length is determined in SIMIANS by
the following equation:

L -1 (u-])In R

Where L - message length, I - fixed portion of length, u * the mean of
the text length, R - the random number generated from 0.00 to 1.00.

The calculation of unique messages and calls is performed for
each unit in the simulated tactical deployment. Then, using Army
doctrine, telephone ntnmbers and message routing indicators are as-
signed to each telephone call or message.

Although not part of the current effort, equipment-oriented
events can be calculated in a maimer similar to traffic events. In-
stead of using COMSR data as the basis for calculating equipment
events, DA statistics, studies, teat results, and equipment specifi-
cations are used. Thus, mean time between failure data is used to
calculate the time of equipment failures and the mean downtime is used
to calculate unique lengths of equipment downtime. In addition,
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attrition due to the simulated combat can be injected either on a one
to cne basis or on a statistical basis dependent upon a unit's combat
posture.(14) Equipment events are calculated for each communication
device in the deployment. Then each equipment event is associated
with the pertinent routing indicator(s) or telephone numbers they
would affect.

Once the equipment oriented events have been produced, they
are combined with the traffic events and then sorted by time. This
time ordered sequence of events is then loaded into the external event
file.

c. Details of Simulation

All known and future multichannel communications can be
essentially broken down into three main categories, common user voice
traffic, dedicated circuit traffic, and message traffic. SIMIANS

handles each of these three systems as independent systems sharing the
same and/or different radio-equipment cable link resources. Should a
system be designed where one or more of these categories are no longer
independent, SIMIANS will be modified.

(1) Common User Voice Traffic Simulation. SIMIANS breaks
the common user telephone call down into a series of events at which
delays and decisions are calculated. The simulation process for each
call starts when the telephone is lifted up and placed in an off-hook
condition (at a time determined by an external event). The status of
equipment is then checked, and depending upon circuit wiring, a delay
is incurred in the dialing of the phone or ringing of the operator.
The equipment added (switch or switchboard) has its status checked.
If the status is operational, the call is connected to the first
switch or switchboard. Here at the switchboard, delays are incurred
for the routing and alt-routing of the call, (the decision as to the
routing and alt-routing of the call is based solely upon information
available at that piece of equipment), decision as to preemption, and
the addition of cryptographic equipment if the call is secure. This
process continues until the telephone call either reaches its destina-
tion and/or fails due to excess dB loss, equipment nonavailability,
preemption, or failure of the called party to answer. (Note: The
telephone call may fail for any of these reasons after it reaches its
destination before it Is completed.) If the call is interrupted or
never connected, a decision is made whether or not the call will be
reinitiated based upon a probability dependent upon the failed call's
precedence times a random number from 0.00 to 1.00, drawn from a
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uniform distribution. The time of reinitiation is generated statis-
tically, based upon the call precedence, by generating an expon-
entially distributed random number with a mean value equal to the
average delay assumed for the precedence of that call. The length of
the reinitiated call will remain the same as the original if never
connected or will be calculated as follows if it was interrupted
before completion. First, the percentage of call lengths remaining is
calculated. Then the time to reinitiate the conversation is the time
to identify oneself and re-start the discussion, ridded to the un-
finished length. This reinitiation time is based upon 10% of the
original telephone conversation. For example, a telephone conversa-
tion is interrupted when it is 30% complete; 70% remains to be com-
pleted. Thus, the new call length is (0.7 + 0.1) L, where L is the
length of the original call. In the manual switching system (and pos-
sibly some automatic switches) it is possible that the initiator of a
high precedence telephone call may desire to wait at a particular
switching node for a circuit to become available. SIMIANS evaluatus
this possibility by assuming that the higher the call precedence and
the more nodes already connected, the more willing the caller will he
to hold rather than to place the call at a later time. However, the
longer the caller has been on hold, the less likely he is to be will-
ing to remain on hold. The formula used by SIMIANS in calculating
this probability is:

P(hold) - ((15P) + (5N))where 0 < P(hold) < 1.
100 -0

P - call precedence
I w Routine
2 - Priority
3 a Immediate
4 - Flash
5 - Flash Override
N - Numer of nodes already connected.

If the caller had been on hold previously, the probability of
remaining on hold is decreased by 0.1. This computed probability
(P(hold)) is compared to a unifornly distributed random mimber between
the interval of 0.00 and 1.00 to decide whether the caller will 1hng
up or hold. (Tho decision to hold -made if P(hold) tt less thLln the
generated number.) If the caller hangs up, thu probabilLy of re-
initiation is calculated as descrirlbd previo isly.
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In the manual system a process called ring-off occurs.
Ring-off is the process which allows the caller to notify his local
operator that he has completed his conversation. This notifies the
operator that the caller's circuit is free. Should this not be done,
depending upon operator availability, false indications as to trunk
and circuit availability are used in the calculation of routings,preemptions, and alt-routings. Failure to comply with this procedure
could thus noticeably affect the performance of a node or switchboard.

SIMIANS calculates the probability that ring-off will occur at the end
of all telephone calls and compares it with a random number from 0 to
1. If the number generated is less than the calculated probability, a
ring-off will occur. Should a ring-off not occur, the availability of
a circuit would be discovered in SIMIANS the same as it would be inreality.

Although much of the discussion above is addressed toward the
manual switching process, the same basic decisions occur in the auto-
matic switch. However, unlike the manual system each automatic switchhas its decisions based upon its hardware and software rather than
just hardware capacity. Delays and probabilities will have to be
reevaluated for each type of automatic software/hardware combination,
which may result in additional specific algorithms for a certain type
of equipment. Thus, an average delay (T) for an AN/TTC-39 circuit
switch will step 0 software is expected to be different when compared
with an AN/TTC-39 circuit switch with step 2 software.

(2) Dedicated Circuit Traffic Simulation. Dedicated cir-
cuits unlike common user circuits are not connected through an active
switching process. In a manual system, through circuits are connected
only through a patching panel and are routed via appropriate communi-
cation links. In an automatic system the dedicated circuit call may
be routed only through a patch panel, but more than likely will also
he routed over a preprogrammed route by a circuit switch. This type
of call is Lalled an essential user bypass call. In both the auto-
matic and manual systems, preemption, routing, busy circuits, and
other related problems of the common user system do not impact upon
the dedicated circuit. lHowever, the automated system has direct
access service (hotline) which does not exist in the manual syatem.
SIMIANS treats this type of call as a pre-dialed common user call
because normal precedence and preemption procedures are followed.

The dedicated circuit call simulation by SIMIMNS starts when
the phone ia picked up. (This time like the common user is determined

by an extcrnal .evt.) A check is made to detenmine if the circuit
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is operational. If it is, a check then follows to determine if the
circuit is "busy." (Note: Busy here refers to the probability of
another person in the same office as the person originating the call
already using the phone. For example, the S-3 is talking to a G-3
when the assistant S-3 desires to talk to the assistant G-3.) Should
this "busy" condition exist, then it is assumed by SIMIANS that the
call in question will immediately follow the call in progresA by some
small delay. The caller then signals the called party and, after a de-
lay, the called party answers and the call continues until completion

W' or until the circuit fails. If the dedicated circuit fails, the con-
versation will be reiniated over the common user system in the same
manner as a reinitiated common user call.

(3) Message Circuit Traffic Simulation. The essential dif-
ferences between the telephone system and message system are, for the
purposes at hand, that the former may rcquire a number of links all in
use simultneously, and that call preemption and alt-roating can occur
frequently; the latter may involve a number of one-link circuits used
in sequence and queing is used to resolve most circuit contention
conflicts.

The major difference botween message and voice traffic is
that many messages contain multiple addresses, thus, one external
event may initiate many different addressed messages of differeut
precedences over different circuits.

An externil event starts the simulation of a message.
(SIMIANS assumes that the message is ready for transmission at this
time, i.e., already typed, etc.) The operational status of the cir-
cuit to the next node is checked. If the circuit is not available,
then the message is placed in a queue. The message is then sent to
the next node with an appropriate transmission delay added. If the
next node is an automatic switch, the format is checked for correct-
ness. If it is in error, then the message is re-initiated. (The
probability of error is determined differently for each item of equip-
ment.) This process continues until the message is received by the
address node when an acknowledgement is sent to the sender (if re-
quired). When messages are awaiting transmissior, a quo will build up
in SIMIANS, based upon order of precedence and first in/first out.
Although the probability of human el rur is determined on an individual
basis (If determined nt atl), the probability of bit errors being
injected by the transmission media Is very roil. (This injection of
bit error rates Is addressed by SIMIANS as dcsc.ribed in paragraph
1Ic(4).)
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The above discussion is pertinent to both automatic and man-
ual message switching, however, manual switching delays can be readily
defined where the automatic delay is dependent upon the software/
hardware combination. Thus, a particular hardware/software combin-
ation may have miore or las macro decisions resulting in different
delays than the manual system. SIMIANS will address this difference
by the addition and modification of algorithms as necessary.

(4) Simulation of Electromagnetic Effects. The simulation
of elaectromagnetic ,ffects within SIMIANS is based upon Environmental
Interference Effectv Model, which itself is a combination of programsused to predict the electromagnetic compatibility and vulnerability of

communications-electronics system3 operating in a tactical environ-
ment.( 15)

At the run initialization, SIMtANS evaluates all radio-links
of inarereot, their present statuis and status change times are calcu-
lated. This process is repeated every 0.1 second (real time). Link
status is recalculated for all lines when jamming events occur. A de-
termination of Jamming effectiveness is made as a function of jammer
azimuth and frequency when it is turned on.

SIMIANS performs this analysis as follows: Based upon the
assigned frequency or frequency band of each link transmitter, a sort
is made of all potential interference generators to determine which of
these can possibly cause interference on each link based upon fre-
quency compatibility. Those interference generators with compatible

r frequencies are further scanned to determine which of them are close
enough to the link to interfere with the signal of interest. For each
potential interEerer a detailed test is made to dctemnine the signal
to interference ratio (S/1) when the potential interferer is emitting.
(Signal strengths tire calculited bated upon the Longley-Rice propaga-
tion model ns modified by the Electromagnetic Environmental Test
Facility.(16,17)) The list of Links interfered with for a givon jam-
mer are compiled in ii computer file for that jammer. Thus, when that
jammer is turned on, approprtate intornal ev.,nts are generated,
(internal oventH are simfilEated events generated an, a result of nther
internal and external events). The turn-on cycle or duty cycle of a
jammer is supplied an input. to the model which is determined from
available threat data. Onea the S/1 ratio has been calculated, the
bit error rate ond other races are calculated hatied upon test datn
which has huen iA.putted into 1b1 w ,d .. This data is then used to
determine the efforct ol ele(.tronapnetC, emnitters on the system.
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d. Output from the Simulation

Details ot each event process will be saved in an output
history file. The output history file contains a complete record of
each call and message processed. However, for most purposes, such
bulk data is useless, therefore, several reports have been de-
vised.(18) (Others are possible and may be added as part of specific
projects.) The first report available is a call status report which
will provide a detailed listing of each unique communication message
that was attempted by the model, for each completed call the average
delay is computed. The second report is a call failure report which
describes failed attempts, consisting of a detailed listing and a
statistical summary by time period. A third report provides a
statibtical summary by time received and a distribution of call
attempts throughout a given block of time. A fourth, and the last
currently available report, is the delay summary. It is the accumu-
lation of delays as determined for each of the At's accumulated.
Theme delays reflect the real-world delay patterna of network oper-
ations.

In addition to the reports produced after the simulation, re-
ports caa be generated by cxternal events during the simulation to
provide such data as the current use n' all internodal channels in the
system, or the current contents of all store and forward queues.

IIio VALIDATION AND VERIFICATION

The SIMIANS program is continually being assessed to de-
termine how well it faithfully represents actual tactical communi-
cations equipment working as a system.(19,20) This is being done four
different ways; using sensitivity analysis, comparison of model output
with hiatorical records, comparison of model output with data col-
lected explicitly for the validation, and finally, from the comparison
of model output with the experiences of experienced tactical Army com-
municators.

The sensitivity analyses are conducted to determine how much
the model output varied with small changes in delay parameters. When
a parameter can be changed considerably without any noticeable change
in output, its probability based calculation is replaced by a con-
stant. Where the model has proved to be sensitive to a parameter, the
most accurate data is used, and the method of delay calculation re-
examined to insure that the calculation was correct.

3I6
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[
The history of past field e~ercises by tactical Army units

when available is compared to the output of SIMIANS when possible.
Where large differences occur, the model is examined to determine if a
basic process is correctly modeled.

Since the accuracy of data from past exercises is not known,
it was decided to conduct a simple field exercise using three manual
switchboards to compare the model's design logic with that of the real
world, This was done by comparing the number of telephone calls at-
tempted, completed, lost, interrupted, and preempted. No attempt was
made at this time to obtain information or call delays, due to the
time and cost involved.

In addition, all of the model's outputs are reviewed by ex-
perienced Army tactical communicators to determine if correct proce-
dures and expected results are obtained. When the model deviates from
experience, the cause uf this difference is extensively investigated.
When the fault is with the model, the logic is corrected.

IV. CONCLUSIONS

The Network Traffic Analysis program, SIMIANS, can be used to
compare magnitudes of delays for different equipments and networks to
determine a doctrine of optimal efficiency and stability through a
series of trade-off sensitivity studies. This type of analysis can be
used to determine how to bost deploy a type of equipment in a given
theater by using a simulated tactical deployment and various levels of
expected traffic loading. Additionally, the results of trade-off sen-
sitivity studies may be used as input to cost effectiveness studies.

Although SIMIANS is extremely valuable during the various
phases of equipment developmental testing, the use of SIMIANS could be
of aj great or greater value in determining the efficiency of proposed
equipment specifications at: the beginning of the developmental. life
cycle.
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ELECTRON MICROSCOPY USED FOR FRACTURE
MODE IDENTIFICATION (U)

*CHARLES R. KLARICH, R. L. HUDDLESTON, AND M. J. DRABO
Materiel Testing Directorate

Aberdeen Proving Ground, Maryland 21005

INTRODUCTION

Metallurgical failure analysis represents a technology which
combines the knowledge of many scientific and engineering disciplines.
During these times of increasing product liability litigation, interest
in failure analysis has intensified. The failure analyst is asked to

identify the cause of catastrophic failures in many different materials.
During past years at the proving ground, the list of materiel evaluated
includes such diverse itents as a cargo truck firewall and 175 mm gun
tubes. The disciplines requirod include, metallography, chemical
analysis, light and electron microscopy, stress analysis, and the meas-
tireteent of mechanical properties.

Effective failure analysis depends on a combination of
factors; these include the assessment of prior manufacturing and ser-
vice history, a knowledge of materials and available test methodology
and finally, how these factors interrelate with the applied loads
and design intent (1). Chiventional failure analysis begins with a
visual examination of the item to evaluate the material response to
fracture. The analyst uses all the disciplines outlined above to
focus the investigation on the cause of failure. A powerful tool in
the analysis is the Scanning Electron Microscope (SEM) and the dis-
cipline called fractography.

Fractography then, may be described as the study of a fracture
surface to determine the m1cromcchqnisms of fracture. This infor-
mation can help to determine the cause of the failure. Visual
examination of metal fractures goes back to the sixteenth century.
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An optical microscope was first used in the examination of metallic
fractures by Reaumer in 1722 (2), but the first detailed use of
optical fractography was done years later by Zappfe and Clogg in 1945
(3). They studied numerous fractures made in steels and characterized
their appearance. The introduction of commercial Transmission Electron
Microscopes (TEM) in the 1960's accelerated and development of fracto-
graphy. The actual fracture surface cannot be viewed with a TEM be-cause the electron beam must pass through the sample, but replication

techniques were devised. Sample preparation was difficult and arti-
facts on the fracture surface were a problem. The SEM is an instru-
meat that essentially bridges the gap between the optical microscope
and the TEM. Today fracture surfacescan be viewed directly after the
proper cleaning techniques are used by the microscopist. A second
advantage is the depth of focus obtained with the SEM compared to
optical techniques. A rough fracture surface will remain in focus at
magnifications of 500OX.

This paper describes the analysis of two barrel support jacket
failures from the M2 machine gun analyzed at the Materiel Testing
Directorate, Aberdeen Proving Ground (APG), utilizing the SEM.
Electron microscopy is a diagnostic torl primarily used to view frac-
ture topography and identify fracture mode. The fracture modes are
classified primarily as ductile or brittle plus fatigue, and inter-
granular variations. The following examples illustrate ductile,
brittle, intergranular and fatigue failure mechanisms.

Ductile failure is characterized by the formation of voids
on the fracture surface that plastically coalesce to form dimples.
This micromechanism is termed microvoid coalescence. The fractograph
of a tensile sample machined from a plain carbon AIST 1018 steel
shows this type of failure. The size of the dimples is determined by
number and location of the microvoids that are nucleated. The
nucleation sites are inclusions, second phase particles, or grain
boundaries.

Figure 1. A Fractograph of a 1018 Plain Carbon Steel Ten~iile Bar
Which Shows Ductile-Dimpled Rupture. Magn: 240OX
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An example of a brittle failure is the fracture surface
observed on a sintered tungsten material (4). The slug was fabricated
from a tungsten powder that was liquid sintered with a nickel-iron
binder. The material was then swagged 25%. A slug of this material
was fractured with a stress wave and then viewed with the SEM.

Figures 2 and 3. A Fractograph of the Liquid Sintered Tungsten Mterial
Which Shows Cleaved Tungsten Particles and Round or Oblong Flat
Facets in a Ductile-Iron Matrix. Magn: 1400X and 3500X

Electron fractography showed the fracture mode was brittle.
Three different micromechanisms were observed in the material. The
tungsten particles failed by cleavage and intergranular fracture.
Cleavage steps were observed on numerous cleavage planuH. The flat
oblong or round areas were regions of intergranular rupture. These
facets can result from air being trapped in the liquid sintered
material. The third type of micromechanism was the ductile failure
of the nickel-iron matrix.

A brittle fracture with an intergranular mechanism was noted
on a spider universal joint from the Infantry Fighting Vehicle (IFV),
The U-Joint was case carburized and was in service for a total of
474 miles when failure occurred (Fig 4).

Figurc 4. Intergranilar Fracture, Figure 5. Fatigue StriationsOb-

tl-J-oint. Magr: 700X servedon Axle Shaft. Magn: 350X

VHiisal and low power opti!cal examinntion did not reveal the
intrgr•rnllar fracture mechanism. The extent of the brittle c'-rtaking
was a function of the c~ae depth.
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The next type of fracture to be illustrated is the fatigue
failure. These failures are characterized by a striated fracture
surface. The number of cyclic load applications are approximated
from the striation spacing at different locations on the fracture
surface. A recent example of a fatigue failure occurred during the
initial production test (IPT) of a rough terrain forklift (5).
Several rear axle shafts failed catastrophically during reliability
testing. The axle shafts broke in the splined end from reverse tor-
sional fatigue (see Figure 5).

The variety of material failures encountered at the proving
ground range from alloy steels to sintered tungsten. Electron frin-
tography is used to determine the micromechanisms on the fracture
surface. This information is correlated with mechanical property
information and the microstructure of the failed item to determine
the cause of failure. Corrective action is then recommended. A
typical example of the failure technique used at APG is shown in the
analysis of the barrel support jacket failures. The analysis uses
an integrated approach that evaluates background data, service history,
and visual examination before employing other analytical methods to
focus on the cause of the failure. The scanning electron microscope
is the central core of the analysis.

BACKGROUND - BARREL SUPPORT JACKET FAILURES

A Blank Firing Attachment (BFA) M19 was developed for the M2
Heavy Barrel Machine Gun (HBMG) Cal .50 weapon.

Figure 6. View of M2 Machine Gun with Blank Firing Attanchment.

The BFA is used in tactical field trnining exerel1sas (H II
Weapon Effects Signature Simulator (WESS) to support thei retil train
engagement simulation system (6-8). The blank firing attuchnient
provides an effects signature from the positIo, of the firing weapon.
The blank firing attachment caps the barrel and gvnvrntt'H a reut-lI
with the blanks. This activates the bolt m:nheiii i hm to ,iect tho'

spent blank and feeds an nddltinnal blank into thv chl'nihr. Thi, M ?
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is designed to fire 450 rounds/minute with conventional ammunition.
It operates at 700 rounds/minute with the blanks. More force is
generated firing the blank ammunition and the barrel also has more
vertical whip. The barrel support jackets each had 5-6000 rounds
fired with the blank firing attachment in place. The total number
of rounds on the barrel supports was not determinable. The machine
guns are periodically rebuilt so the failed components were probably
on several different weapons since manufacture. Two barrel support
jackets failed during testing of blank firing attachment. The
cracked barrel supports caused misalignment of the front barrel
bushing in the M2 .50 cal HBMG. This misalignment caused the barrel
to bind in the bushing thereby causing weapon stoppages.

TEST TECHNIQUES

A. Electron Microscopy.

The barrel support jackets were visually examined and sec-
tioned before sputter etching. The fracture surfaces were coated
with black residue which was the result of a gas wash from the
firing of the M2 machine gun. Repeated sputter etchings were re-
quired. The sputtering device provides etching-cleaning of samples
by immersing the work in a charged plasma field. Organic material
is removed as is some of the base material itself.

The fractographic examination of all samples was conducted
with an Advanced Metals Research (AMR) Model 1200 Scanning Electron
Microscope (SEM) with an accelerating voltage of 25 KV. Resolution
of the instrument is 100 angstroms, Qualitative chemical analysis
and X-ray mapping was done with an energy dispersive X-ray spectrom-
eter attached to the SEM.

B. Microscopy.

A microstructural analysis was conducted on samples of each
broken barrel support jacket with a metallograph, A sample used for
microscopic examination was also examined with the SEM to chemically
identify a substance on the fracture surface.

C. Hardness Measurements.

Brinell hardness, 500 Kgm load, was determined on each
barrel support jacket near the failure.

3I6
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D. Quantitative Chemical Analysis.

An X-ray spectrometer was used to determine the chemical
analysis of the barrel support jackets. The carbon level was deter-
mined with a gasometric carbon analyzer.

RESULTS

A. Visual Examination/Electron Microscopy.

BSJ labeled Number 1 had a through crack in a web section
near the center of the part.

Figure 7. A View of BSJ Number 1 Which Shows the Location of the
Through Crack.

The second BSJ had three sequential cracks in the webs at the for-
ward end of the part. Each of these cracks was a through crack.
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Figure 8. A Photograph Which Shows Two of the Cracked Webs in BSJ
Number 2.

Visual examination of the fracture surfaces did not: lead to a
positive identification of the fracture mode. SEM analysis of the

Sfracture surfaces was hampered by a black residue which resulted
from the gas wash of the M2 machine gun. The fracture surface on
BSJ Number 1, contained three. distinct zones. The origin of failure
on BSJ Number 1 was a flat zone on the fracture surface. Evidence
of fatigue striations was obliterated by burnishing of tile mating
fracture surface. The remainder of the fracture surface visually
appeared as an intergranular fracture. The p)eri~phery ot the fracture
surface on the Bide away from tile flat zone contained a minute shear
lip. Electron fractography showed the matlnK fracture surfaces had
rubbed together and obliterated the fracture topography.
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Figure 9. A Fractograph of BSJ Number 1 Which Shows the Fracture

Surface Damage. The Fracture was not Intergranular. Mngn: 80OX

The fracture surfaces from BSJ Number 2 showed a ductile-

dimpled fracture surface formed by microvold coalescence. Manganese
sulfide inclusions were vIsble in several of the dimples. Th'is

fracture topography is indicative of a tensile failure.

Figure 10. The Fracture Surfucr of ýsAl Nhinhibr 2O ,ww ;i Duwt Ili-

)1Imp I d Prm. tur, Surflac, lorrli'ed Mv Mi ro()v( d M:;1)I • ,' e l a M :, I'W(OX
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B. Microstructural Analysis.

The microstructure of BSJ Number 1 at the fracture surface
showed a non-metallic inclusion at the fracture surface and manganese
sulfide inclusions throughout the matrix. The etched matrix material
showed the BSJ Number 1 was made from a pearlitic malleable iron. The
pearlitic matrix was partially spheroidized by a tempering treatment
in the manufacturing sequence. The irregular nodules of temper carbon
graphite are typical of a malleable iron. The graphite conforms to
ASTM Type III temper carbon.

FATR SURFACE

Figure 11. A Micrograph of BSJ Number I Which Shows a Pearlitic Mal-
leable Iron Matrix. Note the Non-Metallic Inclusion on the Fracture
Surface. Magn: 200X Etchant: 2% Nital

Note the area of ferrite adjacent to the inclusion on the fracture
surface. This indicates the defect was present during the annealing
of the material. The inclusion or the ferritic layer extended 87%
across the length of the fracture surface. This caused a zone of
weakness across the web that failed in BSJ Nimber 1. This area was
the flat region viewed on the fracture surface. The white con-
stituent around the temper carbon nodules is ferrite. The formation
ofa complete bull's-eye structure was minimized by a short annealing
time, so the envelopes of free ferrite around the graphite nodules
are not completely formed.
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iI

Figure 12. A Micrograph of the Matrix Material of BSJ Number 1 Shows
a Pearlitic Structutre that was Partially Speriodized by a Tempering
Treatment. The Gray Particles are MNS Inclusions. Magn: 1400X
Etchant: 2% Nital

Microstructural examination of BSJ Number 2 also showed it
was pearlitic malleable iron, The pearlitic matrix was partially
apheroldized by the tempering treatment. No large non-metallic in-
clusion. were seen on the fracture surface of BSJ Number 2.

?1'ACT1M'."' SMRFAC;ý

Figure 13. A Micrograph of the Fracture Surface on 3S.] Number 2
Which Shows the Irregular Fracture Path Typical of i I)tict11-1)I, e mple
Rupture. Magn: 200X Etclhant: 2, Nital
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The fracture path followed the low strength ferrite grains and
temper carbon nodules across the cross-section of the web in BSJ
Number 2.

C. Chemical Analysis.

The X-ray spectrochemical analysis of the barrel support
jackets showed they were both a malleable iron material. The carbon
and manganese content ware typical for a pearlitic malleable iron.
The silicon content was slightly higher than normal.

Table 1. Chemical Analysis of Barrel Support
Jackets No. 1 and 2

BSJ % Element, Wt
Part No. C HN P S Si Ni Cr Mo V Cu

1 2.46 0.41 0.07 0.14 1.78 0.14 0.04 0.01 0.03 0.08
2 2.45 0.43 0.07 0.15 1.82 0.14 0.04 0.01 0.03 0.08

Typical 2.00- 0.25- 0.05 0.03- 1.00- - - - - -

Pearlitic 2.70 1.25 max 0.18 1.75
Malleable

D. Elemental Mapping.

A sample that was used for microstructural analysis was also
for elemental mapping. The area of interest was the inclusion seen

on the fracture surface on BSJ Number 1.
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MATX

Figure 14. A SEM View of the Inclusion at the Fracnire Surface on
BSJ Number 1. Magn: 1800X

L~LThe plate~lets seen in the matrix are pearlite lamellae.
These are alternate layers of ferrite and iron carbide. The globular
particles in the matrix are manganese sulfide inclu~tons. Acquiring

an X-ray energy dispersive spectrum from the fracture surface in-
elusion showed the clements Fe, Mn and Si werte present. Elemfents on
the periodic chart below atomir Number 13 (aluminuim) are not detected.
Elemental mapping was conducted for the iL~ment~i Pe', Mn, rind Si.

The I~ron concentration was distributed uniformly throuighout4
the malleable Iron and the Incluslon. The lrnn iconcLntrat Ion was the
highest of tle three elements mapped. ManganQcte was noted over the

entire area tPit was mapped with the highest con,ýentrations at theI
inclusions in the malleable Iron. The silicon %,,,is '!oncvntrnited near
the fracture curface in the reglon exnminvd.

E. llardne:is.

The Brinell hardneso (500l Kgm load) waJr, L-iv-n, titn vatrfoul

sections of BSJ8 I .- A 2 tear the throtigh crackt4, Tlnc hardneýss o f
BSJ Number 2 was lowe~r than OW. typic.1l pearlitlt' malh'nhle fron.
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Table 2. Brinell hardness (500 Kgm Load) of
BSJ's Labeled 1 and 2

BSJ Section
Part No. I. D. BHN (500 Kgm Load)

1 A 158, 158, 150
1 B 158, 158, 158
2 A 130, 130, 140
2 B 124, 143, 136
2 C 143, 136
2 D 130, 143, 136
2 F 136, 150, 136
2 E 136, 143, 150

Note: The typical hardness range for a pearlitic malleable-iron grade
40010 ranges from BHN 149-197. Other grades of pearlitic
malleable iron have higher hardness ranges.

DISCUSSION

The fatigue process normally proceeds in two stages - initia-
tion of the crack and crack propagation. Bartel support jacket
Number 1 failed by fatigue in a web section thicker than the failed
webs in BSJ Number 2. A casting defect weakened the cross-section
and allowed a fatigue crack to initiate in the web. The layer of
ferrite adjacent to the defect indicates that it was present during
the annealing process. The inclusion was identified by the elemental
mapping technique as an iron compound with Mn and Si in solid solution.
The initiation of cracking at the inclusion most probably occurred
during the initial use of the BSJ before the addition of the blank
firing attachment. The rate of fatigue crack growth is controlled
primarily by the intensity of loading which is described by the
stress intensity factor (K). The crack growth rate was low during the
initial use of the BSJ on the M2 HBMG, but addition of the blank
firing attachment increased the stress intensity factor at the defect

and allowed the crack to propagate to failure in less than 6000
cycles.

The stresses on the BSJ are increased when the M2 machine
gun is operated with the blank firing attachment. The gun is operated
at 700 rounds/minute compared to the design rate of 450 rounds/minute
and has the extra weight of the attachment. The Inc:reased stress in
combination with the thin web cross-section and lower than average
hardness resulted in a tensile failure of BSJ Number 2. SEM
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examination confirmed the tensile micromechanism of failure. The
BSJ was also bent by the forces generated during testing the blank
firing attachment.

The entire material failure analysis process is an integration
of the bits of information gained from electron microscopy, micro-
structural analysis, service conditions, hardness testing, visual
examination, and X-ray elemental mapping. Analysis of field failures
is not as straight forward as the analysis of laboratory produced
fractures. The discovery of a casting defect at the fracture surface
of BSJ Number 1 by microstructural structure analysis pinpointed the
origin of failure. This information plus the knowledge of the service
conditions in combination with the other data lead to the determina-
tion the BSJ Number 1 failed in fatigue. The electron microscopy
data was conclusive in the analysis of BSJ Number 2. These three
webs failed in a tensile mode and no burnishing of the fracture sur-
face was in evidence. The other information, expecially the hardness
data, corroborates the SEM analysis. Electron microscopy is essential
in the analysis of materiel field failures to reduce the uncertainty
and also make positive identifications of the fracture mode.

CONCLUSIONS

Barrel support jacket Number 1 failed in fatigue caused by an
increased loading due to the blank firing attachment and a casting
defect that weakened the web.

Barrel support jacket Number 2 failed in a ductile rupture
mode caused by a combination of a higher than norual loading, a thin
cross-sectional area and lower than normal hardness for a pearlitic
malleable iron part. The micromechanism of the failure was microvoid
coalescence.

CORRECTIVE ACTION RECOMMENDED

An improved casting technique be used in the manufacture of
the barrel support jackets.

Only thick webbed barrel support jackets be used on the M2
machine gun when the blank firing attachment is used.

The depot rebuild program for the M2 machine gun use only the
thick web barrel wupport jackets.

Cracks not be allowed in the barrel support jackets used in
the depot rebuild operation.
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Electron microscopy is essential in the analysis of materiel

service failures to reduce the uncertainty and also to make positive
identifications of the fracture modes. The examples given illustrate
the way the SEM is used to characterize fracture topographies. The
SEM is at the core of the analytical procedure which focuses diverse
bits of information into determining the cause of failure. The
analysis includes prior service history, manufacturing methods,
mechanical properties, metallurgy, and the SEM. Each failure requires
a specific combination of tests to solve the problem. The tests are
complimentary and result in an intense examination of the critical
areas of interest. The payoff is correct identification of the
cause of failure and corrective action which results in improved Army
materiel.
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IMPROVED METHODS FOR COMPUTING DRAC CORRECTED
MISSILE IMPACT PREDICTIONS IN REAL TIME (U)

*JERRY F. KUZANEK, Ph.D.
NATIONAL RANGE OPERATIONS DIRECTORATE

WHITE SANDS MISSILE RANGE, NM 88002

1. Introduction. During missile flight tests at White
Sands Missile Range (WSMR), position data on the currant status of
the missile is transmitted 20 times per second from radar sites to a
Univac 1108 computer. Consecutive pairs of such data are averaged 10
times per second and computations for plotting displays such as cur-

rent position, range verses altitude, or impact prediction are based
upon this averaged data.

In the event that a missile veers from its planned trajec-
tory, it will be necessary to terminate thrust to prevent the missile
from impacting in a populated area. For this reason, the Range Safety
Officer (RSO) requires that for each computational cycle (10 per sec-
ond) an instantaneous impact prediction (liP) of the missile be com-
puted. This point is the intersection of the missile trajectory,
should thrust be terminated, with the Clarke Spheroid (of 1866) model
of the Earth at an altitude of 4000 feet.

If the effects of atmospheric drag are neglected then a
vacuum lIP can be rapidly computed using Kepler's central force equa-
tions, since the missile trajectory is an ellipse. This method is
applicable for a variety of low drag vehicles whose exit from and re-
entry to the Earth's atmosphere occur at high angles. Since approxi-
mately one millisecond is required to compute a vacuum I1P, it is
always computed at a 10 per second rate. Details of this computation
are given in [1].

For low altitude missiles, whose trajectory is signifi-
cantly affected by atmospheric drag, a drag-corrected lIP calculation
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is also required by the RSO. Since the ordinary differential equa-

tions describing the missile trajectory in the atmosphere are not

solvable in closed form, as they were in the case of an elliptical

trajectory for a missile in a vacuum, these equations must be numer-
ically integrated until the resulting trajectory pierces the Earth's
surface. The numerical method currently being used is a fourth-order
Runge-Kutta (RK) method with approximately ten steps per trajectory
length or a second-order RK method with approximately twenty steps
per trajectory length. The fourth-order RK method is used whenever
the ballistic coefficient 0 of the missile is greater than 200 lbs/
ft 2 , whereas the second-order RK method is used whenever 0 is less
than or equal to 200 lbs/ft 2 . In either case, approximately forty ,
evaluations of the equations of motion are required per drag IIP

computation. Since the Runge-Kutta method is a single step method,
the step size at each integration step is independent of the step
size at all previous steps. The step size used is adjusted at each
step so that it decreases as drag increases, in order to obtain a
more accurate drag IIP in the same number of integration steps. A
derivation of the equations of motion and the method of solution is
described in [2], whereas the step size adjustment is described in
[3].

2. Statement of Problem. Some missions at WSMR involve
several simultaneous missiles. A drag IIP computation is required
for each such missile. Experimental runs have indicated that only
one drag lIP could be computed at a ten per second rate and at most
four drag IIPs at a five per second rate [4]. Until recently drag
IIPs were computed at a five per second rate, with a linear extra-
polation of the last two computed drag lIPs being used to approxi-
mate the drag lIP at the next intermediate time. Additional mission
requirements have necessitated the implementation of a variable rate
for computing drag liPs, ranging from ten per second to two per sec-ond [4]. At a two per second rate, four drag lip approximations via
linear extrapolation are required for each computed drag UiP, in
order to output IIPs at a ten per second rate. Consequently, the
output drag lIPs at a two per second rate are not as smooth and ac-
curate as they are at a five or ten per second rate.

The purpose of this paper is to present an alternative
method of computing drag lIPs and alternative methods of obtaining
approximations to the drag IIPs at intermediate times, in order to
decrease computation time and/or increase accuracy. In order to put
this paper in its proper perspective, we briefly mention some pre- lý
vious investigations toward achieving these goals.
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3. Previous Investigations. In 1965 a method for obtain-
ing a drag-corrected Kepler lIP for Athena missiles was investigated
(5]. Briefly this method consisted of using position and velocity
data from a previous Athena mission to calculate, In non-real time,
a table of differences between Kepler lIPs and drag-corrected IIs
as a function of velocity. During the next Athena mission a linear
extrapolation of this data was used to obtain a drag-corrected Kepler
lIP in real time.

In 1975 various numerical integration methods for computing
drag tIPs using digital and/or analog computers were investigated
[6], which included Adams-Moulton, Milne-Hamming, Euler, a variable
order Adams method called DIFSUB developed by C. W. Gear [7, 8, 9],
and 2nd, 3rd, and 4th order Runge-Kutta methods. The conclusions
reached were that the RK methods were better than the other methods,
except possibly the method of Gear. Large errors were associated
with the analog solutions.

Subsequently, alternative method@ for expressing the equa-
tions of motion, using Encke's method [10, pp. 29-35) and two dif-
ferent versions of the method of variation of parameters e10, pp.
116-120 and 11], were investigated, as well as al~ernative numerical
integration methods, such as an improved variable order, variable
step Adams method [12], a rational extrapolation method [13, 14, 15,
16), and a Gauss-Jackson (E2) method [10), The conclusions drawn
were that the method of variation of parameters took about twice ams
long as Cowell's method for the computation of the same drag liPs,
whereas Encke's method took about four times as long [17, p. 131 and
18, p. 15]. Furthermore, the alternative numerical integration
methods investigated offered little if any improvement over the vari-
able step RK method currently being used [17, p. 134].

Recently, an "f and g series" impact predictor algorithm,
which is based upon a Taylor-series-in-time representation of a mis-
sile's position and velocity, was developed for which a "two to ten
fold reduction in computer execution time for satellite orbits and a
seven to ten fold reduction in execution time for ICBM trajectories"
could be achieved over conventional numerical integration [19, p.
59]. A second report uses the f and g series technique to determine
the "geographical distribution of debris impact coordinates that
would result if the missile were destroyed," [20, p. 287]. This tech-
nique is an extension of the classical f and g series used in the
solution of Kepler's equations of motion [21, pp. 107-111].
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Such a Taylor series Lype of soluti,.n to an initial value
problem is "generally impractical from a computai-ional -oint of view,"
[22, p. 365]. In fact "... the necessity .-f C.. sting the higher
derivatives makes Taylor's algorithm compietr?, unsui'able on high-

speed computers for general integration purposes," 123, p. 330].
However, in "comparison with fourth-order predictor-corrector and
Runge-Kutta methods, the Taylor series method can achieve an appre-
ciable saving in computer time, often by a factor of 100," (24, p.
389]. In view of these statements, the equations necessary to imple-
ment the Taylor series method are derived in this paper in order to
determine whether or not the claims made for satellite orbits and
ICBM trajectories are equally valid for short and medium range tra-
jectories, such as those experienced by the missiles tested at WSMR.

4. Equation of Motion. The vector equation of motion of
a missile is

(4.1) r. - u + r9 + rd

where " is the total acceleration of the missile, " is the unper-

turbed (Keplerian) acceleration, r 8 is the perturbative acceleration

due to higher order harmonics of the Earth's gravitational field, and

rd is the perturbative acceleration due to the Earth's atmospheric

drag.

Missiles which are lounched from one end of WSMR and which
impact at the other end do not travel more than 143 miles, whereas
uilsHiles which are launihed from Green River, Utah and impact on
WSMR do not travel more than 500 miles. For such short and medium

range missiles the perturbative aceel, ation 7 is Insignificant

compared with rd. Therefore, r W 0 in this paper.

The expression for r is

(4.2•) r - (-ui/r:•) 7 "

where r- (x, y, z) is the position vector of the missile, r * (r.r)-
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is the distance of the missile from the origin cf an inertial rec-
tangular coordinate system, and p is a gravitational constant. If r
is measured in feet and time in seconds, then p - 1.406559714 X 106
ft 3 /sec-.

The coordinate system used is right-handed, with origin at
the Earth's center (geocentric), x-y plane in the equatorial plane,
z-axis positive through the South Pole, and the x-axis aligned at
106*20' west longitude at the Instant missile position and velocity
data is obtained. Since this data is obtained in a non-inertial
(relative) coordinate system which rotates with the Earth, the veloc-
ity components Xr, Yr' and zr of the relative velocity vector vr

must be converted to corresponding components x, y, and z of the in-

ertial velocity vector r by
(4.3) XE=Xr +W wy YrhX, z m Z

where w * 7.29211583 X 10"5 rad/sec is the Earth's angular rate of
rotation.

The vector acceleration for atmospheric drag is given by

(4.4) rd =-(p(h)vr/ 2 0) ,

where vr is the velocity of the missile relative to the Earth's at-

mosphere in ft/sec, vr u (vr . d , is the ballistic coeffi-

cient of the missile in lbs/ft 2 , and p(h) is the density of the at-
mosphere in slugs/ft 3 at the current missile altitude h. The Earth's
atmosphere is assumed to rotate with the Earth, the effects due to
the wind are neglected, atid ý is assumed to be a constant for each
missile.

If r denotes the velocity of the missile in an inertial
coordinate system and w - (0, 0, -w), then the relative velocity vr

ic given by

(4.5) yr -r-wXrr
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The atmospheric density is approxftated by
2

(4.6) P(h) - An exp (Alh + A2h

where A0 - 8.1283549 X 1072, A1 - -3.0319838 X 10-5, and A2 -

-1.6214665 X 10-10 for h < 70,000 ft; A0 - 1.7237156 X 10-1, A1 ,

-5.4682878 X 10-5, and A2 - 3.7544187 X 10-11 for 70,000 ft < h <
150,000 ft; and A0 a 0 for h > 150,000 ft. The altitude h is given
by

(4.7) h d ri- R + 4000 o

where R a 20929831.0 - 7 1303.68411(z/r) 2 (cf. [1, p. 41)) is theEarth radius of the Clarke Spheroid of 1866 at the same latitude as
the missile but at the 4000 ft altitude of WS1R.

5. Talor Series thod The Taylor series expressions

the missile's position 7 * •(t) and velocity r = r(t) at time t are

(5.2) io i (i + -(t)

"in-a i/)7(i+l)(5.2) r E (V= 0•/• +"•'),

where T * t - to is the time interval or step size for re-initiali-

zation of the series and 'ni) - ;(i)(t0) is the ith time derivative
of the position evaluated at epoch to. The error vectors EI(t) and

E2 (t), due to the truncation of these Taylor series at the -r?) term,

are given by

(5.3) Ti(t) = (Tn+l/(n+l)1) (n+l)(), to C t,

(5.4) E2(t) (T n/ln) r('+l) (2) , t.

Following a rule of thumb, stated by Moore 125], of choosing n to be
approximately equal to the number of significant decimal digits that
can be carrise by the computer, we choose n to have a maximum value
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of 6. However, for small values of the ballistic coefficient •, I
smaller values of n with smaller step sizes T generally are prefer-
red.

The derivatives r in (5.1) and (5.2) are obtained by

differentiating ru in (4.2) and rd in (4.4) with respect to time and

adding. Hence from (4.1), with r M 0,

m m Lm..m(5.5) d r/dtm'- d' r/dtm + d'rd/dt

In the development of the f and g series algorithm in [19],

the expressions for the second and higher derivatives of r failed
U

to include the acceleration r and its derivatives [19, p. 23, (6)),

resulting in the omission of a term in the expression for d2r/dt 2

[20, p. 301, (15)], and the omission of terms in all higher deriva-

tives of r. Therefore, it was decided to deterwine these higher deri-

vatives of ru and rd independently from [19] and [20], in order to

correct this omission.

Applying Leibnitz' Theorem for finding the n derivative
of the produ6.L of two functions to (4.2), we obtain

dmr u m d-r-
(5.6) .- • k P--"

k-O k/dt k 7 dtm-k

in which { -d(l/r3)/dt - 3r/r ,

d2 (l/r 3 )/dt 2 - 3r/r 4 - 4ý 2 /rS ,

d3(i/r3)/dt3 - 3i/r4 - 36 rr/r5 + 60 r

d4(i/r3)/dt4 - 3r'V/r4 - 48 rr'7r5 - 36 r2/r5

+ 360 r2r/r6 - 360 r 3 /r 7
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Since r - (r T 1/2, we easily obtain

'r r,- (T.) r

(5.8) - (-r r + r T)
riv " .. . .. *-3 'r + 37 r• r +• r riv

The corresponding higher derivatives of rd are determined

by applying Leibnitz' Theorem to (4.4), to obtain

r -d 1 m m) drm-kv

(5.9) dm k k tm-k

where
k k dk-i

d~Pv k~k~ v
(5.10) r (-dk i k dk-i'

From (4.5), we have

(5.11) dv /dtm - dr /dtm - yX am 7/dtm
r

Since vr- ) ,/2 we easily obtain
r r r

yr -Vr d V r'

" -(-v , V *v V r

(5.12) V .-3V . r /rv -v rvr + 3v• r + v r • vr) / r
vv "'2 .. iv

vi (-v - 3vr + v r + 4-• + v ' v /V.r r r r r r r r ir

The higher time derivatives of p in (5.10) are obtained by

repeated applications of the chain rule of differential calculus to

p(h(t)) in (4.6). We first note from (4.7) that the time derivatives

of the Earth's radius R are small compared with the time derivatives

of r r. Therefore, we have
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(5.13) dmh/dtm - dmr/dtm +

where l << I dr/dt'l.
m

Applying the chain rule to p(h(t)) and using (5.13), we obtain

r
dp/dt - rap/8h

d2 p/dt 2 - j2 2p/ah 2 + r ap/8h
(5.14) d 3 p/dt 3 

- r 3 3 p/;h 3 + 3 D r a2p/Mh2 +7rp/8h

dp/dt4 - ;3r4p'/%h4 + 6 P'r a3p/h 3

+ (3 r 2 + 4 *r )a 2 p/ah 2 + -rv ap/Mh

Differentiating (4.6), we have

ap/ah - (Ai + 2A2h)p

92p/Dh 2 - 2A2P + (A1 + 2A2h)Dp/@h
a 3p/poh3  - 4A 2 0/ah + (Al + 2A2 h) ; 2 p/Bh 2

a 4 p/3h4  - 6A2 a 2 p/Oh 2 + (Al + 2Azh)W3p/ah 3

All quantities required for the computation of the doriva-

tives 70"), i - 1, ... , 6, in the Taylor series (5.1) and (5.2) can
now be determined from the preceding equations. To implement the
Taylor series method, a value of n is choosen between 2 and 6 with
lower values corresponding to smaller values of 0. The step size T
is determined such that the maximum number of steps permitted per
trajectory integration is not exceeded, and such that the local trun-

cation errors El in (5.3) and E2 in (5.4) are not exceeded. There-

fore, given the position 7 0 and velocity *0 of a missile at epoch to,

we obtain the position r and velocity r of a missile at time t from
(5,1) and (5.2). This process is Lepeated until impact time T, for
which r(T) - R(T).

Since the preceding computqtions were made in an inertial
coordinate system, the true impact coordinates x1 , Y1, and z can
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be obtaitted from the coordinates XT, YT' and mT of the position vec-

tor T(T) at impact by a rotation through wT radians as follows
x - os wT- yT sin ,Tt IXI XT CO T Ts T

(5.16) Y,- x sin wT + YT cos wT

6. Methods for Agmroxiimating Drag tIPs between Computa-

tional Cycles. Ten times a second, or once every 100 milliseconds,
all datd on a missile, such as its position, velocity, and drag lIP,
is updated. However, the computation of drag tIPs for several mis-
siles cannot be completed in fewer than 100 milliseconds even using
the Taylor series method, because much of the computer's time is
spent making many other computations during each 100 millisecond
time period. For example, if drag MIPs can be computed only once
every 500 milliseconds, then approximations to the drag lips are
required four times per 500 millisecond computational cycle. The
current method for obtaining these approximations is by a linear
extrapolation of previously computed drag lIPs, considered as fun-
ctions of range time. Unfortunately, this method does not account

for new values of the missile's initial position r0 and velocity r 0

at these intermediate times and is much less accurate than the fol-
lowing improved methods.

The first improved method for approximating drag liPs be-
tween computational cycles is by a quadratic e-xtrapolation of the
components of previously computed drag liPs, considered as functions
of their corresponding components of the vacuum lIPs. Since vacuum
liPs are always computed every 100 milliseconds anyway, no additional
computer time is required for their use in this method. In fact, it
requires about the same amount of computational time as the current
linear extrapolation method (one millisecond), yet is more accurate
by an average factor of 13. Furthermore, it does account for new
intermediate time values of the missile's initial position r 0 and

velocity r 0 since the vacuum lIPs at these times are functions of

r 0 and r 0 . However, if consecutive pairs of components of vacuum

liPs are "close" together, then this quadratic extrapolation method
may yield erroneous drag IIP approximations. Therefore, the follow-
ing method which avoids this problem is recommended.
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The second improved method for approximating drag IIPa be- ii
tween computational cycles is by a quadratic extrapolation of the
differences between previously computed drag IIPs and their cor-
responding vacuum liPs, considered as functions of range time. It
too requires about the same amount of computational time as the cur-
rent linear extrapolation method, yet is more accurate by an average
factor of 6.

In general, higher order extrapolations may yield increas-
ingly worse approximations to the drag IIPs as the order is increased.
This would be especially true if the radar-determined position and
velocity of the missile were not following a smooth trajectory, in
which case an accurate drag lIP would be needed most. In fact, "If
polynomial extrapolation must be done with poorly behaved functions,
then very low degree extrapolation is usually the safest, but even
this should be carried out only for values of x very close to the
tabulated region," [26, p. 58].

7. Conclusions. The use of the Taylor series method re-
sulted in equivalent drag i1Ps being computed in two to ten times
less time than by the currently used Runge-Kutta method. The use of
the method of quadratic extrapolation of the differences between
previously computed drag IIPs and their corresponding vacuum WIPs
resulted in approximations of drag ZIPs between computational cycles
being computed over six times more accurately than by the currently
used linear extrapolation method, with about the same amount of com-
putational time, and without the possibility of orroneous approxi-
mations.
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APPLICATION OF PROCESS MODELING TO SHELL DRAWING OPERATIONS

GOVERDHAN LAHOTI, PhD

BATTELLE COLUMBUS LABORATORIES, COLUMBUS, OH 43085
*FEE M. LEE, Mr.

U. S. ARMY/ARRADCOM, DOVER, NJ 07801

The manufacture of artillery shells involves a number of
metalforming, machining, and heat treatment operations. Cold or hot
drawing of shells, where the wall thickness of the shell is reduced
while keeping the inner diameter essentially unchanged, represents an
important step in the forming operations. From the point of view of
deformation mechanics, the analysis of metal flow and stress in shell
drawing is very complex. The effect of friction at the tool-material
interface, the heat generation and heat transfer during deformation,
and the effect of strain, strain rate and temperature on the flow pro-
perties of material are difficult to analyze and predict, since a pro-
cess model must be realistic and should not neglect the effect of sig-
nificant process variables.

The mathematical models and the computer programs capable of
optimizing the shell drawing process fo~lictual artillery shells and
cartridge cases were developed earlier." These mathematical models
were based on the analysis of plastic deformations and included the
effects of the various process variables (such as punch speed, billet
temperature, and lubrication), the properties of shell, die, and punch
materials, and the die configuration (both conical and streamline).
These models were computerized so that they can be used to analyze the
mechanics of the process and predict potential material failure (such
as punch-through), and optimize the die configuration and process
variables. These mathematical models were expanded to simulate shell
drawing through multiple dies in tandem with a tapered punch, as shown
in Figure 1, Graphical display capabilities were also included during
computerization of the expanded math models.
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Stress Analysis

The present model simulates the actual drawing process by
dividing the puncl2T ovement into a finite number of discrete steps.
The Sachs' method. ;of analysis was used to calculate stresses and
drawing loads at each step. This analysis is valid for both conical
and streamlined dies, since a complex die profile can be approximated
by a series of straight lines,

Figure 2 shows a segment of the shell between the die and the
punch, where the die is stationary and the punch is moving to the
rights The operation consists of drawing a tube of outside radius Ro
and inside radius Ri by a punch through a die to a tube of outside
radius r_ and inside radius ri. The details of the analysis of the
stresses and the loads in this operation are given in Reference (3).

In calculating the stresses, the flow stress of each element
is considered as a function of strain, strain rate, and temperature.
The strain in an element is the cumulative strain, and strain rate 4,
calculated from a velocity field developed during earlier studies. /
The temperature of an element will depend upon the heat generated from
plastic deformation, and friction at the tool-material interfaces, and
the heat conduction to the colder dies and punch. Expressions for
strain, strain rate and temperature of an element inside a die are
also given in Reference (3).

Computer Model

Based on this stress analysis, a system of computer programs,
named DRAWNG , was developed to simulate the drawing operation for
artillery shell through multiple dies in tandem that employs a tapered
punch. These computer programs are coded in FORTRAN IV and are appli-
cable to both the cold and hot drawing of shells. A functional flow
chart of DRAWNG is given in Figure 3. In its present form, DRAWNG
is operational on a CDC system in interactive mode using a Teltronix
graphics terminal. The die, billet and punch geometry are inputed to
the program. This input can be read either through a data file pre-
stored in the computer as a cataloged file or through the keyboard.

DRAWNG simulates the tandem drawing operation on a real-time
basis, and the step-by-step results are displayed on the computer t s
graphic display terminal, as shown in Figure 4. On the top one-third
of the screen, first the title is printed, and then the dies are drawn
showing specified spacings between them, and the billet and punch are
positioned for the beginning of simulation. Once the simulation begins,
the step-by-step movement of the punch and the billet is shown on the
top one-third of the screen. At the same time, the total ram load
versus punch displacement and wall stress versus punch displacement ore
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p'it

Punc......h ,;

a tapered punch. conical die with
a tapered punch.

In order to enhance the value of these mathematical models,
confirmation teats under production or nenr-production conditions were
conducted to substantiate them. The confirmation toots of the shell
drawing operation at room temperature were conducted with 106.68mm
(4.2-inch) M335 shell at Chamberlain Manufacturing Corporation's
Waterloo, Iowa division under production and near-production conditions.
The confirmation tests at hot forging temperatures were conducted with
155mm M107 shell at Chamberlain Manufacturing Corporation's Scranton,
Pennsylvania division under production conditions. In hpth cases,
tests were conducted using conventional conical and computer-designed
streamlined dies. Finally, the evaluation of the mathematical models
with the test res-its was conducted at Battelle.

MATHEMATICAL MODE! ING OF TANDEM

DRAWING WITH A TAPERED PUNCH
The mathematical models developed earlier (1) were valid only

for drawing through a single conical or streamlined die with ea
straight punch. Actual shell drawing operations, however, very often
use more than one drawing die in tandem. Further, in these operations,
the first portion of the punch is invariably tapered, as shown in
Figure 1. Therefore, these existing mathematical models were modified
to include drawing thraiigh tandem dies with a tapered punch.
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shown on the left half and right half of the lower two-thirds of the
screen, respectively. During the simulation, the computer programs
calculate the correct flow stress in the deformation zone correspond-
in& to local strain, strain rate, and temperature, and utilize appro-
priate equations for stresses, depending upon whether the element is
free, or within a die, or in between two dies. In addition, the ten-
mile strength of the product is plotted on the wall stress-versus dis-
placement diagram to show whether punch-through is predicted at any
stage of the drawing operation. At the end of simulation, the com-
puter program provides messages which enable the user to enlarge any
of the three diagrams on the screen.

Ne~t ,he 1111, A

L, the rimt Die

1, C al ilt , lilte1 VnY.Ime ao /
SI, N •N str atrailol t.p.

tt 7 .o I,, lo I I "

t M~~a~ *W i VIOM@M to,1

a IýaIlld, I"Lotad

- . Lt

Figure 3. Functional flow chart of the

computer program DRAWNG.
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Figure 4. Simulation of tandem drawing as displayed on a CRT screen.

CONFIRMATION TESTING OF T|1t SHELL DRAWING OPERATION

Confirmation tests of the shell drAwing operation were con-
ducted under production or near-produntion conditions to evaluate the
accuracy of the predictions. These tests were conducted at two dif-
ferent shell manufacturing plants. The cold drawing tests (at room
temperature) were performed at Chamberlain Manufacturing Corporation's
Waterloo, Iowa division under either production or near-production
conditions. Hot-drawing tests (at hot-working temperatures) were con-
ducted at Chamberlain Manufacturing Corporation's Scranton, Pennsyl-
vania division under actual production conditions. In both cases, the
tests were conducted with standard army shells which are under cur-
rent production, and except for the drawing dies, the existing tool-
ing (punch, die holder, etc.) were used. The tests were first con-
ducted using conventional conical dies, and later they were repeated
using the optimally designed streamlined dies with double-curvature
profiles (des lsed based on prior mathematical modeling work on draw-
ing of shell. -'.;
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Cold Drawing Tests

Confirmation tests of the cold drawing operation with con-
ventional dies were conducted under an actual production environment
at Chamberlain Corporation's Waterloo, Iowa division. For this pur-
pose, the final double draw operation of 4.2 inch M335 shell (Figure
5) on a Bliss production hydraulic press was selected. The press is
rated at 1.78 MNq (200 tons), and has a 1020 mm (40-inch) stroke. The
nominal ram speed is 68 mm/s (160 inch/min), and the ram diameter is
368.3 -m (14.5 inch).

Alll

Ilof

sit,
r..5A A ýi, N.

Figure 5. Schematic reprecentation of final double draw of
M335 shell.

Confirmation tests of the cold drawing operation vith stream-
lined dies were conducted under near-production conditions in Chamber-
lain Corporation's Research and Development division at Waterloo, Iowa.
These tests were performed on a Verson hydraulic press rated at 5.34
MR (600 tons) with a maximum ram displacement of 1.676 m (66 inch).

This press has a nominal ram speed of 91.4 mm/s (216 inch/min) and ram
diameter of 0.60 m (23-5/8 inch) ram area - 0.283 sq m (438 sq in.) A
These presees were instrumented with pressure and displacement trans-
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ducers, and the ram pressure and the ram displacement were recorded
simultaneously on two separate channels of a two-channel brush re-
corder. At a selected interval, the ram pressure and ram displacement
wore recorded. The typical ram displacement plots for the conical and
streamlined dies are given in Figure 6.

p4

750

I 1- 1-4,I I ± Il-1U11 I -T -7-7li
• l I' I_ ]• I I I A I 1 I0

(a) Conical dies (b) Streamlined dies

Figure 6. Typical ram pressure and ram displacement recordings dur-
ing cold drawing oý M335 shell. (1 in# - 25.4 mm;
"1 psi 6.895 KN/m

A few preforms and a few drawn shells were picked for detail-

ad investigation. All the Important dimensions, eccentricity and ten-

mile propertias were measured. The eccentricity of the drawn shells
was almost always better than that of the preform, For the conical
dies, the maximum, the minimum and the average peak loads were 0.804
MN (90.41 tons)90.73B HN (82.98 tons),and 0.771 MN (86.69 tons), re-
spectiv.ly. The measured loads for the deformation through stream-
lined dies were consistently lower. The maximum, the minimum and the
average peak loads in this case were, 0.731 MN (82.19 ton8s0,.673 HN
(75.61 tone),and 0.687 MN (77.26 tons)respectively. Further, as seen
in Figure 6(b), the breakthrough peak was typically absent here due to
a more uniform deformation. The billet temperature after deformation
was approximately 93.3 0 C (2000P) as compared to 104.40C (2200F) in
conventional drawing, also indicating a less severe deformation
through streamlined dies.
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Hot Drawing Tests

Confirmation tests of hot drawing operations with both con-
ventional conical and streamlined dies were conducted for 155 m M107
shell under actual production conditions at Chamberlain Corporation's
Scranton, Pennsylvania division. Thems tests were conducted on the
No. 1 Bliss press line which consists of a vertical hydraulic press.
It has a load capacity of 3.56 M (400 tons), a stroke of 3035 u,
(120 inch), a nominal press speed of 0.466 m/s (1100 inch/minute), and
a ran diameter of 511 mm (20.125 inch).

To measure ram load during the drawing operation, the hydrau-
lic line of the press was tapped with a pressure transducer, and its
conditioned output was connected to one of the two channels of a strip
recorder. The second channel of the recorder was connected to the
output from a displacement transducer to measure the ram displacement.
The temperatures of the incoming billet (after cabbaging and piercing)
and of the product were measured with an infrared digital pyrometer.
The temperatures of the dies were measured periodically with a contarct
pyrometer.

tt

ILI I't

Figure 7. Schematic representation of hot

drawing of 155 M~ 107 shell./
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A schematic representation of the hot drawing operation is
shown in Pigure 7. As in the case of cold drawing of shells, the gen-
eral practice in industry for hot drawing of shells is to use dies
with a conical entrance. The general configuration of the three dies
used for hot drawing of 155 mm M107 shell under actual production has
two entrance angles. Incoming material first touches the dies on a
10-dogree segment at the die entrance. The 12-degree segment on the
die entrance is primarily for easy centering of the workpiece in the
top die. Prior to the beginning of the first shift on the day of the
testing, the dies were replaced with a now set and were flame heated
as usual and the press was instrumented to record ran pressure and
ram displacement on a two-channel strip recorder. The load, displace-
ment and temperature measurements were made every 15 minutes, A typi-
cal ram pressure and ram displacement recording is shown in Figure 8.

land I ?Ohl

Figure d. Typical ram pressure and ram displacement recording dur-
ing hot drawing of M107 shell through convintional conical
dies. (I in.- 25.4 mm; 1 psi 6.895 KN/m')

! .. ....... . .. .. ' 'I I

Figure 9. Typical ram pressure and ram displacement recording dur-
ing hot drawing of M107 shell throug• streamlined dies.
(1 In. - 25.4 mm; 1 psi - 6.B95 KN/m )
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In the present mathematical modeling studies, the interface friction
shear stress is defined by

T i -a (2)

where f-m/iY is the friction factor and its value could be between L
0 and 0.577.

The interface friction shear fact in cold drawing was char-
acterized using the well known ring test. For phosphate and soap
lubrication used in qold drawing, the friction factor m-0.06 (fo0.35)
was used.

The load-displacement curves, predicted by the computer pro-
gram DRAWNG for both conical and streamlined die arrangements were
evaluated. For this purpose three cases were selected corresponding
to the maximum, minimum, and average peak ram load recorded during
each of the tests. For each of these selected caues, the theoretical
load-displacement curve was generated using actual dimensions of the
prefom and the product. Theoretically predicted and experimentally
measured load-displacement curves (corresponding to maximum recorded
peak load), for drawing through two conical dies in tandem, are com-
pared in Figure 10. Overall agreement between predicted and measured
curves is very good. The predicted peak loads are somewhat higher be-

cause the upper bound approach was used in the analysis. The slight
mismatch en the displacement axis is pztmarily due to initial posi-
tioning of the pvreform in the second die, since its forward end is
,contnured (see Figure 5) and does not match the die contour. Similar
Agreement were found for curveso corresponding to the minimum And aver-
age'peak loidi.

20 -

.3. . ..- -I

", 12 ( .... . . . . .. .. .. ... . .. . . i -. 1o

Speci*men rNo

0 4 2 16
Dipiocernenf, In

Figure 10. Theoretical and experimental load-displacement curves for
cold drowing of M335 shell through two conical dies in
tandem. (1 in. - 25.4 mm; 1 lb. 4.448 N)
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Following the tests with conventional conical dies, hot draw-
ing tests with streamlined dies were conducted during a production run
on the next day. Again, the dies were replaced during the night shift

*T prior to the day of tests. As in the case of tests with conventional
conical dies, the press was instrumented to record ram pressure and
displacement, and temperature. Ram pressure and ram displacement were
recorded every 15 minutes. The production with the streamlined dies
vas monitored for about 6 hours, and the dies consistently produced
good parts. A typical ram pressure and ram displacement recording
during these tests is shown in Figure 9. Although the ram pressure
curve in Figure 9 does not look much difierent than that in Figure 8,
on the overall, the operation with streamlined dies appeared quieter
and smoother compared to the operation with the conical dies. This
set of dies produced a total of 15,836 parts before they needed re-
placement. Engineers at Chamberlain stated that this die life was
short, but it may not be totally attributable to the die design.

EVALUATION OF MATHEMATICAL MODELS

The predictions from the computer program DRAWING were evalu-
ated with respect to the results from cold and hot drawing confirma-
tion tests. For this purpose, it became necessary to characterize the
flow stress and the interface friction factor under both cold anO hot
working conditions. The flow stress data were obtained from tension
tests,(Id the friction factor was determined by conducting ring
tests.

Cold Drawing Operations

Interface friction and flo,4 stress are two basic inputs re-

quired in the program DRAWNG. Since deformation in shell drawing
occurs primarily due to tensile stress, the material flow stress
should be determined under tensile loading. Thierefore, a randomly ce-

lected preform was cut and tension specimens of 6.35-mm (0.25-inch)
gage diameter were machined. These opecimens were tested in an In-
stron testing machine at a crosshead speed of 0.04 mm/s (0.100 inch/
min). Load versus displacement was recorded at a constant chart speed,
and later it was red'iced into trve stress (•) versus true strain ')

curve. In order to use this information in the computer program
DRAWNG, a least square mean fit to the experimental points was develop-ad as given below: !

8 = 772 (•)0.1B22 (n/m 2 ). (1)
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Experimental load-displacement curves, corresponding to the
maximum, peak load for cold drawing of M335 shell t.hbough two stream-
lined dies (designed by the computer program CDVEL(l , are compared
with the theoretically predicted load-displacement curves in Figure iL
The mathematical model in these cases predicts higher peak loads com-
pared to measured peak loads. However, overall agreement between pre-
dictions and measurements is good for all engineering purposes. In
addition, these dies proved to produce good parts, required approxi-
mately 13 percent less force and energy, and the breakthrough peak was
typically absent compared to the conical dies in a similar tooling ar-
rangemont.

20
15

- - .- ------ -.....- -.

li 10 . . . . .

0
0 4 12, 16 20

[Displacetmeri, Iin.

Figure 11. Theoretical and experimental load-displacement curves
for cold drawing of M{335 shell through two streamlined
dies in tandem. (1 In. - 25.4 mm; 1 lb. - 4.448 N•)

Hot Drawing Operations

The flow stress for AISI 1045 steel at hot working tempera-
tures and *train rates was taken from Reference 4. An average value
of the friction factor f - 0.35 was selected based on an independent
ring compression study for hot forging of steels.

To evaluate the load-displacement curves predicted by the com-
puter program DRAWNC for hot drawing of M107 shell through conical and
streamlined dies, three different cases for each type of dies were Be-
lected. Hot dimension of the preform was calculated from cold dimen-
sions of the preform measwired during trials. However, the effective
length of the preform varied considerably, from 342.9 mm (13.5 inch) to
'068.3 mm (14.5 inch). Punch dimensions were taken from the shape of
the bass of the finished product. Tool assembly, as shown in Figure 7,
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was considered.
Length of the preform has considerable effect on overall

shape of the load-displacement diagram. If the preform length is on
the shorter side, the load drops nearly to zero as the product exits
the first die and the peak near the exit from the second die is small.
This behavior is shown in the theoretical curve in Figure 12, where
the preform length was taken as 342.9 m (13.5 inch). On the other
hand, if the length of the preform is on the higher side, the product
is picked up by the second die as soon as it exits from the first die,
and the peak near the exit from the second die is relatively high,
since the shell is in the second and the third die at the same time.
This behavior is shown in the theoretical curve iu Figure 13, where
the effective preform length is taken as 368.3 mm (14,.5 inch). There-
fore, for evaluation purposes, an average preform length (effective)
of 355.6 m (14.00 inch) was taken. With this length of the preform,
the trend observed in experiments were also reproduced by computer
predictions, as shown in Figure 14. Overall agreement is good; peaks
and valleys in the theoretical curves are somewhat sharper than messur
ad. This is basically due to the simplified heat generation and heat
transfer analysis used in the present model. However, the peak loads
correlate well with the experimental measurements, except under the
third die. This is, again, believed to be due to simple heat transfer
analysis to a certain extent and due to the complex preform shape used
in production compared to one assumed in the preaent analysis. In
general, agreement between the theory and experiment appears good.

300- _ _
• ,.' Erap~lmefl|°I
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Figure 12. Theoretical and experimental load-displacement curves
for cold hot drawing of M107 shell through conical diesfor preform length - 342.9 (13.5 inch).
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Figure 13. Theoretical and experimental load-dimplacement curves
for hot drawing of M107 shell through conical dies for
preform length - 368.3 -m (14.5 inch).
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Figure 14. Theoretical and experimental load-displacement curves
for hot draving of 1407 shell through conical dies for
preform length - 355.6 mm (14.0 inch).
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Similar comparisons of load displacement curves for hot draw-
ing through streamlined dies were made. Considering the fact that
preform dimensions and friction at the interfaces (due to different
amount of scale) in hot drawing vary from piece to piece, correlation
between the theoretically predicted and experimentally measured load
displacement curves is good. Again, predicted loads through the third

die were lower than measured values. This discrepancy is partially
due to the difference between theoretical and actual preform shape, as
nificance since process design and equipment selection in reality is

primarily based on the peak loads in the process.

CONCLUSIONS

Mathematical models for optimization of the shell drawing
process were expanded to consider drawing through multiple dies in
tandem and tapered punch and coded in computer program DRAWNG. DRAWNG
is capable of simulating the shell drawing process, both hot and cold,
and generate the ram load and the product wall stress versus ram din-
placement diagrams during simulation on a Cathode Ray tube (CRT),

Predictions from these models were evaluated with respect to hot and
cold drawing confirmation testings conducted under actual or near pro-
duction conditions. In additicr, these tests included an evaluation
of the streamlinif dies, designed by the computer program CDVEL de-
veloped earlier.

Conclusions of the present study are:

(1) The system of computer programs DRAWNG is capable of simu-

lating both the cold and hot shell drawing using single or

multiple dies (both conical and streamlined) in tandem with
a tapered punch.

(2) Comparisons between theoretically predicted and experimen-
tally measured ram load versus ram displacement curves in-
dicate that computer programs DRAWNG are capable of predic-
ting load-displacement curves, both under hot and cold draw-
ing conditions.

(3) Success of all experiments was predicted by the computer
program since good parts were produced in the cold and hot
drawing operations and no material failure had occurred,
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(4) Streamlined dies designed by using the computer program
CDVEL produced good parts, both dimensionally and pro erty-•re, under actual production environment in the mnu uactur-Ing of M335 and M107 shella,
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TERRAIN THERMAL MODELING FOR CAMOUFLAGE
AND TARGET ACQUISITION (U)

LEWIS E. LINK, JR., PH.D
U. S. ARMY ENGINEER WATERWAYS EXPERIMENT STATION

VICKSBURG, MISSISSIPPI 39180

INTRODUCTION

Camouflage and target acquisition have opposing functions, one
to hide and the other to seek. They have a common denominator,
however, in that the features that surround the target to be camou-
flaged or identified (sometimes called the background) are critical
in both the hide and seek role, An equally intimate knowledge is
needed of the characteristics of both the target and the background.
In essence, making something match the background and discriminating
something from the background are inverse problems that require the
same technology.

In the past decade thermal infrared (IR) technology has come of
age providing sensors with new capabilities for target acquisition
and presenting a new threat for camouflage. Optimizing IR sensors
for target acquisition or optimizing camouflage measures to defeat
such sensors requires a quantitative understanding of the thermal IR
signatures of both targets and backgrounds.

The Army-Wide Ground Target Signature Program (AWGTSP) is
addressing the need for a target-background design data base for
sensor design and evaluation through a three-part program: develop-
moat of a battlefield IR signature model that will allow extrapola-
tions of target and background signatures to varying environmnental,
climatic, and seasonal condltions throughout the world; updating a
tactical signature library to frlu critical gaps In the existing
empirical signature data base; and susceptibility analyses dosIgned
to ensure that vulnerability of! Army tnctical materiel [s known so
that effective camouflage can he brought to bear. An equally
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important problem is the camouflage of key elements at fixed instal-
lations for which similar background information is needed.

Work on the AWGTSP has resulted in considerable progress in
computer codes for prediction of the performance of surveillance,
target acquisition, and terminal homing devices and prediction of
target signatures. The target models have ranged from simple to
complex, the more sophisticated approaches using combinatorial
geometry. To date, targets have received considerably more attention
than background; a compatible and equally capable background modeling
capability is needed.

OBJECTIVES AND APPROACH

The study described herein was designed to generate a capability
to realistically predict the temperature histories of natural nnd
cultural features that commonly comprise the backgrounds to targets.
With such a capability, it would be possible to examine the tempera-
ture contrasts that occur between targets and background features
both with time and changing weather conditions. This in turn pro-
vides basic information needed to examine the performance of existing
or proposed target acquisition devices and the effectiveness of
alternative camouflage measures.

In the following paragraphs, two temperature prediction models
are presented, one for terrain surface features nad one for vegetation
canopies. The terrain surface model was developed at the U. S. Army
Engineer Waterways Experiment Station (WES), while the vegetation
canopy model was developed at the Colorado State University tinder
contract to WES. A brief description is given of each model followed
by a discussion of model sensitivities and sample applications.

TERRAIN SURFACE TEMPERATURE MODEL

Philosophy
The Terrain Surface Temperature Model (TSTM) was deoveloped to

estimate the temperatures of actual or hypothetical material systoms
and ror actual or hypothetical wcathcr couiditiona. A premium was
placed on simplicity and flexibility with respect to operationnl
constraints. In short, a model was needed that considered thef
dominant physical phenomena that influence material temperatures and
yet be reasonable to use. The model handles sensible heat tranFifvr,
latent heat transfer, the impact of cloud type and cover, and
seasonal/geothermal heat fluxes. A brief description of the iiodel
framework is given in the next section; a complete description is
available in Reference 1.

4i
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Mathematical Framework
The model predicts surface temperatures for a multilayered (1-6

layers) system by determining energy transfer in, out, and through
the system. The model assumes that the major energy fluxes are
vertical (i.e., perpendicular to the layers) and that the layers are
horizontally uniform. Temperature estimates result from solving the
one-dimensional heat transfer equation:

2 T(z, t)a - 2  a ( t)

subject to the boundary conditions

n n
E bit w o at z 0; 0E Bit o at a z-B

where the observable surface is x=O0 the lower surface is maB;
c (W) is the diffusivity; and both bit and Bit, i-l, 2, ..a n,
denote heat fluxes at time t. An example geomeiEry is shown in
Figure 1. Within a layer, a simple explicit finite-difference
technique is used, while at boundaries and interfaces a Newton-
Raphaon iteration scheme is applied.

140 -____________. __________ t UPPER BOUNDARY

LAY11E I
" -*.* INTERFACE

IZi

' ' . . . . LAYER 2

VL(',"EM BOUNDARY

Figure 1. Sample layer geometry for TSTM

The surface boundary condition is estimated with the following
heat balance equation:

S + I+ - H - 1- + + C " 0

where
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S - solar insolation
1+ - radiant energy from the atmosphere and clouds
H - sensible heat
E - latent heat
I +w radiant energy emitted by the top surface
G - heat conduction into the material

Solar insolation can be input ao measured values or estimated using a
procedure that was adapted by Balick (1) from the work of Small (2)
and Sellers (3).

The Brunt equation (3) is used to estimate radiant energy from
the atmosphere. Cloud contributions are treated with an empirical
factor adapted from Geiger (4), and both cloud type and the amount of
cloud cover are considered. Ground radiation etnergy loss is treated
using conventional grey body emitter theory. Sensible heat loss is
estimated by an equation following Lamb (5) that provides the opera-
tional advantage of not requiring roughness characteristics for the
surfaces being modeled. Latent heat loss is modeled after Lamb (5)
with the addition of a saturation factor which allows dry to saturated
moisture conditions on the surface.

The bottom boundary can be described with three options: a
constant temperature; a constant heat flux or a constant heat flux
with an airspace below the bottom boundary; and an additional constant
radiating surface below the airspace.

Model -Inputs
Inputs to the model include atmospheric constants, atmospheric

hourly data, surface-sun orientation, initial temperature profile,
and material properties. Atmospheric constants renuired are atmo-
spheric pressure (mb), dust content (particles cm- ), precipitable
water (mm), wind speed (m seec1 ), cloud type index and meteorological
instrument shelter height above the siirface (cm). The shelter height
value represents the height above the ground that air temperature and
wind speed are measured.

Atmospheric hourly data required for the 24-hour diurnal cycle
forecast include air temperature (°C), relative humidity (%), cloud
cover (tenths, 0.0 - 1.0), wind speed (m sec-l), and total insolation
"(cal cm- 2 min-l). Solar insolation can also be computed an previously
mentioned.

Material properties are needed for the surface and each of the
layers. Surface properties required are thermal emiosivlty, optical
absorptivity, and percent saturation of the surface. Each layer is
defined by Its thickness (cm), thermal diFfuf.vity (cm 2 min-j),
and thermal conductivity (cal min-1 cm- 1 oK' 1 ).
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Model Output
The principal model output is the temperature of the surface with

time. Any time step could conceivably be used; however, 15 to 60
minutes appears to be the most useable range. Input or computed
values of molar insolation, energy absorbed, atmospheric IR emission,
surface convection, and evaporative heat loss are printed out to
assist in evaluating the predicted temperature data.

Parameter Sensitivity and Example Output
A sensitivity analysis was accomplished to examine model output

behavior with systematic changes in model inputs. A study of the
results showed that the model output was by far most sensitive to air
temperature. Other parameters that when changed created significant
changes in the output included the conductivity and emissivity of the
surface layer, cloud cover, and surface absorptivity. Changes in
conductivity and emissivity equally affected daily minimum and maxi-
mum temperatures as did changing cloud cover type, while changes in
absorptivity affected the daily maximum temperatures much more
severely than the daily minimums.

The TSTM has been validated using weather data from various
locations in the United States and the Federal Republic of Germany
(FRO). Figure 2 shows a comparison of predicted and measured
temperatures for a 15-cm-thick concrete pad. The concrete pad was
modeled as a two-layer system with the pad underlain by a 700-cm
layer of soil. The measured data were obtained with a thermistor

so

IOI

0 L

LOCAL SOLAR TIM9, HR4

Figure 2. Predicted and measured surface

temperatures for a 15-cm-thick
concrete pad, 4 Oct 1979, in
Federal Republic of Germany
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attached directly to the surface of the concrete pad. The agreement
between the predicted and measured curves in the figure is quite good,
especially between about 0800 and 2400 hours. The difference in the
curves from approximately 0-time to 0800 hours could have resulted
from an inaccurate estimate of the concrete conductivity (no measured
values were available) or increased cloud cover at night (cloud cover
data were not available for the nighttime).

VEGETATION CANOPY THERMAL MODEL

Philosophy
The Vegetation Canopy Thermal Model_(VCTM) was developed to

approximate the thermal behavior of a layered vegetation canopy by a
mathematical abstraction of the material and geometry characteristics
of the canopy and the energy transfer mechanisms that occur there.
The model is physically based and considers geometric arrangement of
canopy elements, scattering of direct and emitted energy within the
canopy, increased absorption of elements due to the thermal emissions
of neighboring elements, and the directional variation of energy
radiated from the canopy.

The vegetation canopy is abstracted as three statistically
independent infinite horizontal layers as illustrated in Figure 3.
Within each layer, the leaves, branches, and other canopy elements are
described as a statistical ensemble giving their orientations and
number densities. An energy budget equation is formulated for each
layer that accounts for inflow and outflow of energy. The roots of
the resulting system of equations are the average surface temperatures
in the layers.

The VCTM assumes steady-state conditions. Time-dependent events
are modeled by incremental changes in steady-state energy flow.
Spectral structure in the thermal wavelengths is not considered and
scattering of thermal energy within the canopy is neglected. In
addition, individual canopy elements are considered to radiate thermal
energy in an isotropic manner. A detailed discussion of the VCTM is
given in Reference 6.

Mathematical Framework
The mathematical framework for the VCTM is designed to handle

individually the effects of canopy eaometry, thermal radiation trans-
fers, solar radiation absorption, thermal existance, transpiration,
and convection. The values computed from these operations allow
calculation of the total energy budget for each canopy layer and the
thermal existance from the canopy.

The most important aspect of canopy geometry for describing
radiation transfer is the frequency of gaps in the canopy and the
extinction of radiation within the canopy. To compute gap frequency
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UPWARD MITTINGO AND
DOWNIWAID NOCIIVZNQG~ATORtA OF 1AY|t L,

-, ~ ~~ MID-SLDWINTS

LAYU I •k • '• DOWN•WARDn ZITTIN•'G AMP

LAYER 2 • UPWARD 9ICRIVINO IUCTORSS~olr L•YIP. 2I

,AYU 3 UPWARD L1TTINGO SICTORS

or GROUN

Figure 3. Abstraction of VCTM showing canopy I
layers, sky, ground, and hemispheri-
cal sector concept for computing
energy transfer

and extinction, the hemispheres above and below a canopy layer are
discretised into 9 hemispherical inclination bands. Each of these
bands are further discretized into 18 azimuthal sections (see
Figure 3). The radiation transfers between the three canopy layers,
the ground, and the sky are calculated within each sector. An in-
depth discussion of the theory involved is givan in Reference 7.

Thermal radiation transfer is handled by allowing each layer to
emit and receive thermal radiation in the hemisphere occurring above
and below it. The computations are first made for a component in the
middle of a layer, termed the mid-element, The equation that calcu-
lates for a particular sector, the flux density absorbed by a mid-
element at a particular inclination angle from any given source layer
Oiljkim is

2
m
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ilkT 4 . * • CUNT • SECTOR ABSORBm Cos

where:

a * Stefan-Boltzmann constant

C, average emissivity of elements in layer

T - true average surface temperature ( 0 K) of the mid-elements
in layer i (unknown)

CON •mJi contributing coefficient for mid-elements in layer m
absorbing flux from elements in layer i for all sectors
within hemispherical band j

ABSORBm 0 average thermal absorption coefficient for elements in
layer m

SECTORj - quantity (sin 02 - sin 01)/9 defining the inclination
limits of sector i in hemispherical band .

is-. ijkimWithin source sector i in hemispherical band J, -2

m
is the thermal flux density absorbed by a mid-element in layer m
inclined at inclination angle k from source elements in layer i
represents the sky and ground in addition to the three canopy layers.

The total flux density emitted by elements in layer i and
absorbed by a particular mid-element in layer m at an inclination k
is computed by summing the product CONTJIm . SECTOR over j (from

I to 9) and COSijk over i (from 1 to 18). The total flux density
absorbed by a mid-element in layer m at inclination k is computed
by summing all sources

5.km E k__

M2 1-1 m2

where t - 1, 2, 3, 4, 5 represents the sky, layer 1, layer 2,
layer 3, and the ground, respectively. Nine equations for each layer
are constructed. For each layer the appropriate equation is weighted
by the frequency of occurrence of elements within the corresponding
inclination class. The nine equations are summed to compute the
average absorbed thermal flux density within the three canopy Inyers.

Solar radiation absorption is handled using a stochastic model,
Solar Radiation Vegetation Canopy Model (SRVC), developed at the
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Colorado State University U/). The SRVC predicts the diurnal apparent
directional reflectance of a vegetation canopy and ollows realistic
consideration of the complex scattering and absorption of light as a
function of canopy geometry. The thermal exitance of all canopy
mid-elements and the ground is calculated by the Stefan-Boltzmann Law.

Transpiration is handled using a relation developed by Gates (8).
The driving force is the difference between water vapor density within
the leaf and in the free atmosphere beyond the boundary layer.
Physically based formulas are available to compute the necessary
parameters with the exception of leaf resistance to water vapor
dif fusion.

The convection equation developed by Tibbals at al. (9) is used
W, to describe forced convection. Sky thermal exitance is calculated

using an empirical equation dependent only on air temperature near the

The pieces for computing the total energy budget fcr each canopy
layer have not been described. These relations result in a system of
thr:e nonlinear equations and three unknowns. A least quadratic
convergent numerical rotutine (10) is used to solve for the roots of
the equations, the average temperature of the canopy layers. The
model also predicts the effective radiant temperature (ERT) and equiv-
alent thermal exitance in the ni-is viewing inclinatior bands at ten-
eegree intervals above the canopy. The contributions of each canopy
layer and the ground are considered in the calculation. The ERT for a
sensor looking horizontally into the canopy is also predicted using
the Stefan-Boltzmann Law with appropriate emissivity and average layer
temperature values.

Model Inputs
Inputs to the model include environmental factors, canopy geo-

metry descriptors, and thermal and optical properties of canopy coia-
ponents. The environmental factors are entered on an hourly basis;
all other parameters are considered static.

Environmental factors required are air temperature (within the
canopy), ground temperature, relative humidity (within the canopy),
wind velocity (within the canupy), and total incoming solar irradiance
above the canopy.

Canopy geometry parameters include Leaf Area Index (LAI), Leaf
Angle Distribution (LAD), Branch Area Index (BAI), and Branch Angle
Distribution (BAD). The LAI is the total one-sided leaf area that
occurs over a unit of ground area. Values can be measured or derived
from the literature. The BAI is derived by meas'iring the length and
width of tree limbs at various points in the canopy and using conical
and cylindrical approximations. The values for LAD and BAD are
obtained from photography using optical Fourier transform techniques.
In practice, values for LAI, BAI, LAD, and BAD can be estimated from
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the literature although values for noncrop vegetation types are
limited.

Inputs describing thermal properties of canopy and ground com-

ponents are thermal absorption and emissivity and leaf rei-istance to
water vapor diffusion. Optical properties needed are spectral absorp-
tion and transmission of leaves (or needles) and the spectrail reflec-

tance of the ground surface.

Model O~utp~uts

The principal output of the midel is the average temperature for
each canopy layer and the VIRT of the canopy as a function of view
angle above the canopy for each time increment. In addition, values
of ground thermal exitance, sky thermal exitance, absorbed solar
flux density of each layer, thermal exitance of each layer, absorbed
thermal flux of each layer, convectional exchange, and transpirational
exchange are displayed in the output.

Parameter Sensitivity and Example Output
Sensitivity analysis were run to examine the impact of systematic

changes in parameter values for both daytime and nighttime conditions.
The data used were obtained at Leadville, Colorado, on 15 and 16 July
1977.

Results of the sensitivity analysis showed the following:

a. Within a reasonable range (0.96 - 1.00), changes in
emissivity did not significantly change the average
layer temperature (less than 1-deg change).

-1
b. Within a range of 0.3 - 1.2 min cm , a change in leaf

resistance to water vapor diffusion had only a small
impact on average layer temperature. At lower values,
such as 0.15 imn cm , which may be appropriate for a
full sun condition on a summer day for conifers, the
model output becomes much more sensitive to this
parameter.

c. A significant change in canopy geometry for lodgepole
pine did not significantly impact the thermal radiation
transfer within the canopy. However, canopy geometry
did clearly affect the contribution of thermal raaintion
from each layer to the ERT above the canopy as a function
of view angle.

d. Air temperature Is the single most important panrmvtý_r
for predicting the average temperature of components in
cacti layer.
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An example of the model output is shown in Figure 4. The
example shows simulated average layer temperatures for a lodgepole
pine using environmental data obtained in Leadville, Colorado, on 15
and 16 July 1977. The simulated values are compared to radiometric
temperature measurements obtained with a hand-held radiometer.
Additional outputs are available for Douglas fir and oak-hickory
canopies.

gIo
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Figure 4. Simulated and measured (radiometric)
temperatures for lodgepole pine for
15-16 Jul 1977 in Leadville, Colorado
(horizontal perspective of canopy)
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MODEL APPLICATIONS

Models such as the TSTM and VCTM open new avenues to study
target acquisition and camouflage problems. An initial concept and
prototype products for a comprehensive data base-modeling capability
for target acquisition sensor development and evaluation is presented
by the author in reference 11. The concept includes a terrain and
weather data base from which the basic inputs to the TSTM and VCTM
can be formulated. The weather data and associated terrain input are
used to compute the range of temperature expected for specific terrain

features in a given season. Figure 5 shows an example generated for
a grassy area in Fulda, FRG, for the summer season. Curves, such as
those shown in Figure 5, can be compared with similar forecasts or
measured data on targets to determine under what conditions and time-
of-day the target will contrast most with the background.

60

40
0 M0 0

-20I0 4 0 12 is 20 24

CLOCK TIME

Figure 5. Example of output of VCTM for
grass in the Fulda, FRG, area.
The curves define the range of
temperatures that the grass is
likely to experience during
summer conditions

Thermal models have a valuable place in developing fixed-
installation camouflage design criteria. Figure 6 illustrates how

the TSTM has been used to study the effectiveness of alternative
camouflage measures in reducing temperature of key targets on fixed
facilities. In the example, the impact of painting a roof surface
with solar-reflecting paint is demonstrated.

More complex applications of the TSTM and VCTM are also ongoing.
The WES is directing a NATO thermal camouflage field trial in the FRG.
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Figure 6. Use of TSTM to examine effectiveness of
solar-reflecting paint for camouflage of
fixed installations

In this experiment, the above models are being used in conjunction
with image transformation techniques to study the effectiveness of
alternative camouflage measures. Thermal images, obtained by ground-
based and airborne sensors and showing key facilities at a military
base as they appear uncamouflaged, are transformed to illustrate how
they would appear with alternative camouflage measures and under
different time and weather conditions.

CONCLUSIONS

The models presented herein represent a new dimension in the
quantitative consideration of background features for target acquisi-
tion and camouflage applications. The model inputs include environ-
mental factors that are for the most part available at recording
meteorological stations and geometry and material properties that can
be measured or derived from the literature. A gap exists in specific
geometric descriptors for vegetation canopies; however, emphasis is
being placed on generating the needed data.

Although the TSTM and VCTM are one-dimensional models, they
can be used to realistically examine background features in a variety
of situations. Finite-element methods are being examined to handle
vertical walls, and a three-dimensional vegetation model has been
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initiated under a U. S. Army Research Office grant to handle sophisti-
cated open canopy vegetation conditions.

Current applications of the models emphasize development of
criteria for thermal camouflage of fixed installations. The thermal
models provide a major advantage in this effort because the potential
effectiveness of alternative camouflage measures can be judged
before expensive field applications.
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FINDING EDGES IN NOISY SCENES

ARAUL MACHUCA, PhD.
ALTON L. GILBERT, PhD,

INSTRUMENTATION DIRECTORATE
WHITE SANDS MISSILE RANGE, NEW MEXICO 88002

Research into methods of identifying edges in a noisy scene
has been an active field of investigation for many years. Treatment
of the subject may be found in many books written over the past de-
cade ([1], [21, and [3]) and many different approaches are proposed.
Recently a survey and comparative analysis of the methods was made
,[7].

The body of this paper is segmented into 4 parts. In the first we
derive and define a "Moment Operator" which we show to work well for
step and ramp edges. Then, we define and characterize second order
edges using the concept of the rotation of a point in a vector field
and develop the detector analytically. In Section 3 we develop the
algorithms for implementing the previously defined operators. Final-
ly, in Section 4, these oigorithms are evaluated using ROC curves and
compared with previously known Lechniques.

The detection of edges to isolate objects in a scene is motivated
by many distinct problems. One such problem arises in a tracking sym-
tem where the input video image is analyzed and the object to be
tracked identified. Subsequent input and feedback to the drive con-
trols causes the sensor to re-orient to a new position in an attempt
to maintain the same x-y coordinate position for the object in the
field of view. While this problem motivated the research that led to
this paper, the results herein discussed are much broader in scope and

application. The constraints imposed by this problem led to a method
that is useful in high data throughput systLems.
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SECTION 1. EDGES FROM MOMENTS

First order edge detection methods work in the following way: A plc-
ture function f(x,y) is transformed to another picture function F(x,y)
-Tf(x,y) in such a way that the edges of objects in the scene will be
in the set {(x,y):F(x,y)!W} for some W. The usual method is to trans-
form the picture using T equal to the gradient operator. Different
edge detection methods correspond to different numerical approxima-
tions to the gradient.

The method used in our edge detection program is not based on deriva-
tives. To reduce the effect of noise, this edge detection method uses
integrals.

The reasoning for the use of moments to find edges is as follows. A
digitized picture can be thought as a lamina whose density at each
point is f(x,y), so points of high intensity correspond to points of
high density. A point (a,b) on an edge in the original function (see
Figure 1) would correspond to a point in this lamina (digitized pic-
ture) with high densities on one side and lower densities on the other
side. Thus if we look at a small lamina centered at point (n,b) and
compute the center of mass of this small lamina, we can expect the

', center of mass to lie within an area of high densities,

.(asb) (cld) S
S(1) (2)

Sj *regions of high density

Figure 1. Example Center of Mass Vectors for (1) and Id), and
(2) a Region of Uniform Intensity.

Suppose we now look at a point (c,d) such that the denHitkeN around :It
are fairly constant. Then the center of mass of a rtuima .I.nnilne about
it would be close to (cd). In this case, a vc tr From (c,d) to the
center of mass would be very small compared to n vecrtrlr from (ti,b) to
the center of mass in the previous case.
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We conclude that one way to transform f(x,y) to F(x,y) such that
edges of the original picture lie in the sut F(xy)>W is to replhce
every f(xy) by the length of the vector from (x y) to the center of
mass of a nmall lamina centered about (x,y). That is, F(x,y) is the
magnitude of the vector from (x,y) to the center of gravity of a
square lamina centered at (x,y) whose density is given by the picture
function f(x,y).

Figure 2(b) is an example of how this method wurks on a scaue (Figure
2(a)) typical of those we study at WSMR.

Once the coordinated (1,T) of the center of mass of a lamina about
(x,y) are calculated, the direction of the edge (if any) can easily be
found. Since (7,i) points to where the intensity of the picture is
the highest, the direction of the edge is perpendicular to the direc-
tion of the vector from (x,y) to X,Y. If we take (x,y) - (0,0), then
the direction of the edge is G n Aretan (7/7) +- 7/ 2,

Thus this model gives for each point in the scene a quantity that
measures the probability that a point is an edge point and a direction
which is the direction of a ponible edge through that point.

The model introduced in Section I will not work for roof edges. This
is because at the very peak of the roof, exactly'where the edge is
situated, both X and Y are equal to zero. In order to detect roof
edges we need to take advantage of the direction information, and as
Figures 6(a), (b) and (c) show we need to detect the shearing cause
by the change in direction of the vector field at the edge points.
One way of doing this is by using a tool from the theory of vector
fields, namely the rotation of a vector field about a point.

SECTION 2. SECOND ORDER EDGES

After a scene is processed by the moment edge detector, each point is
assigned a direction and a magnitude. In effect this specifies a vec-
tor at each point of the pian in question- i.e., these vectors define
a vector field over the scene. An important tool in the study of vec-
tor fields is the rotation of a vector field (see [41 and [5]). To

deflne the rotation of a vector field, suppose a vector of the vector
field 0 at the point (x,y) is given by

O (X,y) - W$X,y), (')

O(x,y) = Xx,y)
ý(X'y)- V(x,y)
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Itf a curve r on the plane (scene) is given in the form

r: x - x(t), y - y(L) a . t < b

then 0(t) - {O[x(t), y(t)], *[x(t), y(t)] is defined on the interval
[a,b] (see Figure 3).

r ON

Pigure 3. A Curve r and It's Corresponding Vector Field O(t)

For each t c(a,b) there is determined an angle, the angle in radians
between 0(t) and 0(a) measured from 0(a) to 0(t). This angle is a
many valued function of t. The continuous branch of this function
(vanishing for t - a) is designated by e(t) and called an angular
function of the field 0 on a curve r. The rotation-of the field 0 on
the curve r is defined to be

r [L(b) - 0(a)]

If r is a closed Jordan curve, then the rotation is found by subdivid-
ing F' into two curves (not closed), computing the rotation of each,
and adding. In the folluwing, r is taken to be a small circle about a
point,

We can write the rotation as

S[o(b) - E)ra) 4 " dt .

With 0(t) - Arctan 7/X + ir/2, we make the following observations:
(1) If 0(t) w constant, then 0 and y 0 0. So y - 0 when

dt

x - a point on the edge of an object in a scene (see Figure 4).
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I

Figure 4. Vector Field at a Step or Ramp rdge Point

(2) If e is symmetric about x and r is a small circle about x -
edge point on a roof edge, see Figure 5, then with r r + r2 (where

r 1 one half of the circle and r 2 a the other half)

1441t) dt * fdG(t) + Ide(t) 7 T + - 27
r r22r r 1 r2

Figure 5. Vector Field at a Roof Edge Point.

An example of how theme observations can be used to detect second
order edges appears as Figure 6(c) and (d).
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SECTION 3. ALGORITHMS FOR IMPLEMENTATION

A. Calculation of Moment

Since we are interested in real time applications of these methods we
simplify the calculation of X and Y by setting

M .- h Ik f (x + T, y + u) dt du - 1

¶This can be justified by observing that M/4hk is the average of the
intensities over a small neighborhood of (x,y) and so this value can
be approximated by the average value of intensities over the entire
picture. This would then be just a acale factor and so could be left
out.

To calculate the integrals involved we use an integral formula [6] of
order 0(h 6 ). The formula for integration is

9
f I F(x,y) = E Wi*Di with W- = 25/324, W2 1- 11/81

and if we apply this to the integrais for X and Y and factor out all

scale factors we get

Y 5* (Dl - D5) + 4* (D8 + D2 -D6- D4)

X - 5 * (D7 - D3) + 4 * (D8 + D6 - D2 D4)

and use abs (X) 2 - abs (Y) 2 for the associated magnitude. If we sweep
Sa 3 x 3 window across digitized scene D7 cAn be taken as the upper
left hand corner while D3 is the lower right hand corner. In this
case the direction of a possible edge is equal to

0 - Arrtaa ( +X-) + v/2

B. Calculation of the Rotation

The vector field of a roof edge will look like the vector field of
Figure 5. So to find roof boundary points we have to find points for
which in .. neighborhood of such a point I cdO 2w

The smallest region, in the discrete case over which we can take qn
integral is a 2 x 2 window. Thus our algorithm sweeps a 2 x 2 window
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across a scene and computes the integral lcdO for each of these win-

dows. If it turns out that this integral is equal to 2w then those 4
points which make up the window are classified as boundary points.
To calculate the integral of a 2 x 2 window we use an approximation

'4

computed by a computer program given in Reference [10].

For the purposes of this experiment the procedure used to generate a
file which is the file of detected second order edges in the follow-
ing:

1. From the orioinal file (scene) two files are generated; one (ACI)
contains SQRT (X)2 + (7)2; and the other (ANG) the angle of
(0, 0 < •2555) a possible edge.

2. From the ANG and ACI files one new file AAA is created. AAA is
created by sweeping a 2 x 2 winnow across the ANG file. The rotation
is calculated, and if a point is classified as boundary then to the

corresponding point of AAA (initialized at zero) is added the average
of those elements of AC1 that have the same subscripts as those of the
2 x 2 window being swept across ANG.

Examples of how this method works are Figures 6(c) and 2(d).

SECTION 4. EVALUATION

The methods described above were tested on disks whose edges were
step, ramp and roof edges. The step ar3I ramp edges had edge height
equal to 16 while the roof edge was constructed by beginning at the
center with gray value equal to 100 incrementing by one to gray value
equal 132 and then decrementing by one to gray value 100. All files
were 128 x 128 x 8.

To test the effectiveness of the different operations considered here
we added Gaussian noise of different standard deviation to achieve a
given signal to noise ratio and then tested the algorithms (Figure 7).

,16 2
The SNR ratio was measured in db; that is, we used SNR w 10 iogl0l---)

n
where 0m - standard deviation oi the noise. For the ramp and step

edges we used SNR * 4, 5, 6, .... , 14 while for the roof edge the
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signal to noise ratios used were 10, 11, 12,...., 20. To measure
the effectiveness of the different algorithms we graphed PF - the

probability of false alarms ve PD a the probability of detection
(Figure 9(a) and 9(b), for details see [7]). Figures 8(b) and 8(c)

contain examples of processed roof edge disks with SNR a 13. The
graphs of PF vs PD (ROC Curves) for the corresponding operators
appears in Figure 8(a).

The results for different operators and step, ramp and roof edges
appear respectively in Figures 10(a), 10(b), and 10(c). These graphs
show that the performance of the moment operator is in all cases bet-
ter than that of the Sobel operator. A significant improvement is

obtained by first applying the average and then the moment operator.
When the signal to noise ratio is high the median gives better results
that the average, but there is a crossover point at which the average
filter gives better results than the median.
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HIGH PERFORMANCE VEHICLES

MARTIN, LYNN A, MR.
TANK-AUTOMOTIVE RESEARCH AND DEVELOPMENT COMMAND

WARREN, MICHIGAN 48090

Survivability on the modern battlefield has become
increasingly difficult. The development of more lethal armamnent haw
pushed armor to the limit. Historically the increased armament
threat had been challenged by improving the armor of the fighting
vehicles, especially tanks, but the current ,ituation requires a
different approach. The proliferation of effective weapons on the
battlefield has pushed tank weights to 60 tons, which is very near
the practical weight limit.

There are several ways to increase survivability on the
battlefield including reducing craw iizes and re-packaging the crew
and equipment. Another possibility that is being explored is to
determine the effect that mobility and agility have on vehicle
survivability. The determination of the influence of mobility/
agility on battlefield survivability is the subject of this paper.

The Armored Combat Vehicle Technology (ACVT) program was
started several years ago and includes both the development of
vehicle concepts with varying weights and performance and the
testing of hardware to validate vehicle performance characteristics.
The two test beds that have been built and are being tested are the
High Mobility Agility Test Vehicle (HIMAG) and the High Survivability
'lest Vehicle (Light), (HSTV(L)). The HIMAG vehicle can accommodate
many variations in engineering properties (vehicle weight, wheel
travel, wheel base, etc.) and has been tested at vehicle weights
from 32 to 45 tons. The HSTV(L) had a desifn weight of 1.9 tons
and uses a gas turbine engine to obtain high performance at the
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light weight. Both of these vehicles were designed to have high
mobility performance with complementing automotive and suspension
systems. Each of these vehicles are equipped with a 75nmi autoumatlc
cannon and the HIMAG vehicle will be used to evaluate several
different fire control systems. The power/weight ratios of these

test beds are at least equal to that of the XM-l and have the same
wheal travel, 15-16 inches from static to bump stop. Although these
programs are interacting, they will be used to supplement the concept
study, which is being pursued concurrently.

The concept study has many phases. Using the concepts
developed by TARADCOM, individual vehicle performance will be

predicted over a variety of terrains. These performance predictions
will be made using the U.S. Army Mobility Model (3., 2) over selected
terrains in Went Germany and Jordan. These vehicle speeds are used
as inputs to several other analytical models. The Army Systems
Analysis Activity (AMSAA) uses the information in their DUEL model,
which evaluates the probability of hits/kills when the vehicle and
weapon performances are integrated. The BDM Corporation has
developed a model (MOBAG) to evaluate the effectiveness of evasive
maneuvers on survivability. A more complete description of this
model is a mobility/agility armor anti-armor survivability model,
The output from these various analytical models will provide input
data for TRASANAO U.S. Army TKADOC's Systi.m Analysis Group, when
they conduct a force-on-force war game. These war game results will
"assist in evaluating the iffectiveness of mobility/agility on
battlefield survivability.

Preliminary to all of theme evaluations, TARADCOM developed
a total of 25 vehicle concepts which met various requirements and
would present a sufficient variation in performance for the
mobility/agility evaluation procedure. Th" guidelines for the
design of the 25 concepts were specific weight, automotive
performance, and weapon selection. The range in vehicle weights
were 16 tonas 23 tons, 40 tons, and 60 tons. The 16 ton vehicles
are an attempt to accommodate the requirement of being helicopter
transportable. The upper weight limit of 60 tons was selected to
be compatable with the XH-1. The original goal was to have
automotive performance that equaled the KM-i and went up to the
HIMAG level. The combination of power/weight ratio and wheel
travel was designed to achieve these mobility levels, at a minimum,
This was interpreted to mean horsopower/ton ratios of 25/1(XM-1) to
37.5/l(HIMAG) and 15-16 inch wheel travels, To meet thesie power
levels, the engines and transmissions which would be available
within the expected time frame were examined. 'lhe engines and
their power outputs used in this evaluation were, XM-.1 (1500 HP),
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XM-2 (500 HP). a single rotor rotary (375 HP), a two rotor rotary
(600 HP), and a turbo-compounded XM-2 (at 800 HP and 1000 HP).
Using these engines, the desired goals of HP/ton ratios of 25/1
minimum wore not met as some of the concepts increased in weight

beyond the pre-selected values. The wheel travel of the concepts
vary from 13 inches to 16 inches.

The weapon selection included both a high velocity 75mm and
90mm, along with several missile systems, The cannons were
configured in both externally mounted and turreted. Several crew
sizes were used, with 2, 3 and 4 man crews depending upon the
missions and the weapon selection. Vshicle concepts were designed

to meet several specific mission requirements and these requirements
dictated the weapon selection. The conuepts were designed to meet
at least one of six missions:

1. USMC Mobile Protected Weapon System
2. Main Battle Tank Replacement in Calvary Units
3. Calvary Vehicle with Anti-Armor Capability
4. Follow On to the Improved TOW Vehicle (ITV)
5. Light Tank in Light Division
6. Infantry Vehicle with Anti-Armor Capability

The protection level of each concept is different and is
dictated by thr, gross weipht limitation. The protection level was
limited to the available "extra" weight after the essential
elements have been included. The essential elements are defined
as hull, suspension, power train, crew, weapon and ammunition (gun
or missile), fuel, OVE, etc. Obviously, the lighter weight vehicles
have leas protection. Within the same weight range, crew size,
weapons, and packaging may make the protection different.

One uf the key elements for improving survivability through
mobility/agility is the capability of achieving a high rate of
speed and maintaining this rate of speed while performing a
mission. The vehicle suspension system is very important to
achieving the goal of higth cross country speed, and adequate wheel
travel, is eRsentinl to high speed operation. The suspension system
must be of a balanced design with appropriate cowbinations of wheel
travel, spring rates, and damping rates. The suspension systems
were designed to the latest guidelines from TARADCOM's Suspension
Group, It is important to establish a ride limiting speed for each
concept to ensure that the crew can still function while the vehicle
is moving. For each concept, this rid,. limiting speed as n function
of crew comfort was determined using a two-dimensional ride dynamic
simulation model. (3). The various vehicle parameters were estimated
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and the concepts were simulated while traveling over a variety of

terrain roughnesses at various speeds. To evaluate the differences
in vehicle/crew performance, the criteria of absorbed power in the
vertical direction was selected based upon previous laboratory and
field tests. In the early 1960's, the U.S. Army TARADCOM conductedmany tests on people to determine the maximum vibration that could

be tolerated comfortably (4, 5). There were over 1400 hours of
testing with 31 volunteers being subjected to both random and
sinusoidal inputs (6). When all of this data was reduced, it was
concluded that an average absorbed power level of 6 watts $.n the
vertical direction was the maximum comfortable limit for a sustained
period of time, The absorbed power criteria is a mmthod where the
frequency of the induced acceleration is as important as the
magnitude of the acceleration. This criteria of 6 watts averageabsorbed power at the driverls position has been used in field

tests and simulations to evaluate ride dynamic performance of
vehicles.

During these many field tests, several other observations
have been made. Although the ride limiting speed was determined
by using the 6 watts absorbed power criteria, it was noted that
vehicle operators were willing to absorb higher levels of energy
for a short period of time - up to 30 minutes. Using this data
as a guideline, it was determined that an absorbed power level
of 12 watts would be used in the situation where the driver was
highly motivated, probably for self-survival. Another operational
limit was noted during product improvement testing of the M60AI.
At these tests, the M6OAI gunner did not attempt Lo fire the main
weapon when he was subjected to more than 2 watts absorbed power.
The exact reasons for this gunner response are not known and have
not been documented but It provides a starting point for evaluating
vehicles for fire-on-the-move capability. To summarize the ride
dynamic evaluation, crew functioning vehicle speeds were determined
for three different absorbed power conditlonst

1. 6 watts at the driver's station,
2. 12 watts at the driver's station.
3. 2 watts at the gunner's station.

r I
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All of these absorbed power levels are taken in the vertical
direction only. The extremes in vehicle performance, based upon
ride quality, are given in Figures 1 through 5. Figures 1 and 2
show performance@ based upon the driver limit of 6 and 12 watts
absorbed power.

Driver Driver

406Watts 40 12 vatte

~~1o

0 1 2 4 0 1 2 3 4
Surf•ea Roughnesp RMSpine Surfaoe Roughne•foRYStin.

Fig. fig. 2

The 25 vehicle concepts have wheel travels that range from
13 inches to 16 inches, measured from static to bump stop. It
would seem that this difference in wheel travel would not make
much difference in the ride quality. Also, the vehicle with the
largest wheel travel should have the best ride dynamic responap.
These expected results are not always true as shown in Figures I
and 2, All 25 concepts fall within the performance bands outlined
but there is a significant difference between the best and the
worst, In some cases, the speed difference is 15-20 miles per
hourý There are several critical parameters that are more
important than a wheel travel difference of three inches. The
two most critical parameters are the location of the sprung mass

center of gravity with respect to the center of the suspension
system and the iriver location. The driver position doem not
vary significantly in relation to the hull, but does vary up to
28 inches relative to the center of gravity. The vehicle center
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of gravity is located at a maximum variation of ±10 inches from
the center of suspension. The ideal location is for the center
of gravity and center of suspension to have the same relative
position in the longitudinal direction (fore-aft). This results
in equal wheel loadings and minimum disturbances to the hull when
travelling cross-country.

The largest percentage of terrains that have been mapped
fall within the surface roughness range of 1.5-2.5 inches root-
meani square (RMS) elevation. Over the very rough terrains, those
with RMS values greater than 3.0, all vehicles travel at approxi-
mately the same speed. This is because the roadwheels hit the
bump stops regardless of the available wheel travel because the
terrains have low frequency wave lengths. The same general trend
of vehicle performance follows for driver limited speeds at 12
watts absorbed power.

Figure 3 shows the spread between the concepts at the
fire-on-the-move (FOM) limit of 2 watts at the gunner's seat.
The vehicle speeds are much lower for this FOM capability and the
differences between vehiclen is much greater due to the variety
in gunner location. In some of the vehicles, the gunner is located
very near the sprung mass center of gravity ( and receives the
best ride), and other, two-man vehicles have the gunner sitting
next to the driver, which
gives him the maximum
vehicle motions. The 50
driver and gunner in a
side-by-side configuration 2unntte
is the least desirable 4w 2 watts
location for maximum
FOM vehicle speed. 30W

o 20

0 * I L

12 3 4
Surface RoughnesuR Sin,

Fig. 3
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The ride dynamic performance of all 25 concepts was included
in the performance bands shown in Figures 1, 2 and 3. To illustrate
the performance of individual concepts, Figures 4 and 5 represent
the speed variations for given concepts. With some of the vehicles,
the ride limiting speeds are nearly the same foa the driver at 6
watts and the gunner at 2 watts absorbed puwar. Conversely, many
concepts will have to slow down significantly when it is desired
to fire-on-the-move accurately.

50 5
Concept A Conceopt B

1I40 12 V12y

61w

S2 v 100" .... L.....L..-. L... . . 0 i.-•..,

0 1 2 4 0 1 2 3 4
Surfao .Rgzes,R ,in. Surtaoe Roughness,FRM,in.

rig. 4lg

The hypoihesized advantage of the lightweight, high mobility
vehicles is in the capability to reduce exposure time between
defilade positions and perform evasive maneuvers to avoid being
hit when fired upon. The reduced exposure time is a function of
vehicle acceleration and elapsed time required to dash between
cover positions.

For the concepts being evaluated, the performance envelopes
for these two characteristics are shown in Figures 6 and 7. The
difference in accelerations is significant and a function of both
the vehicle weight and available power (7). The exposure windows
used in the war gamies are based on field visibility data, but any
reduction in time to cross these "windows" will increase surviva-
bility. It should be emphasized that the performance shown in
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Figures 6 and 7 are for hard surface, good traction smil conditions.
Any deterioration in these soil conditions will degrade vehicle K
performance. !

'0

"P"1 500

0 20 40 0 20
Time- Seae Time- Sees

rig. 6 Fig. 7

The automotive performan.c of the concepts has been addressed,
but how this performance will be used for evasive maneuvers has not.

To evaluate the potential of performing evasive maneuvers while
being fired upon, the BDM mobility/agility (MOBAG) model will be
used. This model integrates the tocal systems, including detection,
being acquired by a threat, firing on by the same threat, and the
probability of being hit/killud. This model uses line of sight and
visibility data taken during field exercises to determine the
exposure windows during an attack upon a fixed defender position.
The maneuvers employed while crossing these exposure windows will
be varied to evaluate increased performance. As a pre-processor
to this MOBAG evaluation, the vehicle concepts were simulated
doing several sine wave maneuvers over the terrain that might be
encountered. The particular sine wave maneuvers vary in wave
length from 50 to 250 meters and in amplitude from 3.5 to 15
meters. For each of these maneuvers, the vehicle longitudinal
and acceleration, lateral acceleration, and vehicle attitude with
respect to direction of travel are recorded and used by MOBAG.
The MOBAG model uses the basic assumption that the most significant
parameter to avoiding being hit in the vehicle lateral ac:celeration.
Therefore, for each cxposure window, the vehicle path and defender
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position are used to determine the angle for which the vehicle
velocity and accelerations must be corrected. All potential
evasive maneuvers are evaluated for each concept/exposure window
combination to determine which single maneuver maximizes survive-
bility.

These data will provide the basis for evaluating the

effectiveness of mobility/agility on vehicle survivability. In

conclusion, the capability to design vehicles with wide ranging
weight, power train performances, and armor to meet specific U.S.

Army requirements has been demonstrated. The potential of these

concepts to perform the task for which they were designed is
currently being evaluated. There are many ways to approach the

problem of increasing battlefield survivability, and you now have
been exposed to a system for evaluating survivability as
influenced by high performance vehicles.
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I. INTRODUCTION

The means used to observe or sense the enemy have progressed

from actual eye-to-eye observation to extensive use of radar and
sonar, and now include using infrared (IR) signals. At the same time,
various forms of armor, from face shields to sophisticated electro-
magnetic (EM) windows and domes (radomes, IR domes), have been devel-
oped to transmit signals and also to protect the sensing mechanisms -

either the human eye or intricate electronic devices. Countermeasures
such as smoke and radar-jamming systems have concurrently evolved to
defeat the various sensing devices. In order to minimize the effec-
tiveness of dedicated (single-mode) or even broadband countermeasure
tactics, sensing devices of the future, therefore, must be able to
simultaneously function over a large region of the EM spectrum, in-
cluding visible light, IR, microwave and millimeter wave radars. It
is imperative, then, that new materials must be developed to transmit
a wide range of the EM spectrum, while at the same time protecting
the fragile sensing equipment in wide-ranging types of severe battle-
field environments. Consideration of the above criteria results in
the conclusion that only a select few materials, if any, can provide
all the requirements. Purther, the material should be isotropic to
minimize an) distortion of the transmitted signal. In lieu of iso-
tropic materials, recourse has been made to the use of single crystals
of anisotropic materials, oriented to transmit the signals in iso-
tropic or near-isotropic direction. Aluminum oxide is a candidate
material for these applications, but has been neglected from serious
consideration because of its property anisotropy, relatively high
coefficient of thermal expansion, and high cost for the production of
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single-crystal shapes (1). True optical transparency of polycrystalline
A12 03 is impossible, unless all the grains are identically oriented.!
Further, significant strain can result at grain boundaries due to
thermal expansion mismatch of misoriented grains (2). An alternate
approach to this inherent problem is the stabilization of a cubic A12 0 3
structure. A defect cubic spinel, y-A1 2 0 3 , (3) can be prepared in
powder form, but fully dense ceramics have not been reported due to
the ease of conversion to the more stable alpha form at moderate tem-
peratures (NI000 C) (4,5). However, it has been known for some
time (6) that nitrogen additions to A12 03 in the form of AIN can pro.
duce spinel-like structures. Since that time various efforts have
been made to understand the phase equilibria in this system (7-9).
The phase diagrams do not, however, indicate the temperature limits
of stability for the y-A12 03 type oxynitride material, nor has single-
phase material been successfully sintered. This report describes the
results of a program concerned with refining the temperature-
composition stability limits of cubic aluminum oxynitride spinel
(ALON - nitrogen-stabilized cubic aluminum oxide) so that fully dense,
single-phase ceramics could be sintered.

I1. EXPERIMENTAL

Sintering and phase equilibria studies were carried out in
an inductively heated graphite furnace using flowing N2 (1/2 liter per
minute at about 1 atm). The starting powders of y.Al2O3 * (1.1 Vm at
50%) and AIN* (14 pm at 50%) were ball-milled for 24 hours using an
ethanol fluid media, isostatically pressed at 25,000 psi, and pre-
reacted at 1200 C for 24 hours in gas tight flowing N2 , prior to final
sintering studies. Only small amounts of impurities were picked up in
the ball-milling procedure. However, more sophisticated sintering
studies would require an improved mixing procedure.

Final reaction and sintering runs at elevated temperatures

were conducted for one hour so that direct comparison between runs
could be made. Weight loss was determined for each specimen and each
was characterized by X-ray diffraction and reflected light microscopy.
Density measurements and transmitted light microscopy were also
carried out on selected products. Our fundamental promise is that we
are attempting to deduce the high temperature equilibrium relations
and sintering mechanisms from the resultant products. Without the
use of sophisticated apparatus, volatility is extremely difficult to
suppress, so quantitative measurements of weight loss will yield use-
ful information on vapor phase formation. The reaction samples were
contained in a covered BN crucible with a sight hole for pyrometric

*Cerac/Pure Inc,, Butler, Wisconsin
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temperature measurement. Neutron activation analysis of the AIN

indicated 1.7 wt% ('•1.5 mole % A12 0 3 ) oxygen. The AIN powder also
contained about 1 to 2 wt % of unnitrided Al metal powder.

III. RESULTS AND DISCUSSION

Figure 1 illustrates the temperature-composition stability
limits for cubic aluminum oxynitride spinel (ALON) in the A12 0 3 -AlN
system for 1 atm of flowing N2 gas. The phase relationships were
deduced from careful analyses of both microstructural and X-ray
diffraction data. The A12 0 3 -AlN system is a pseudobinary composition
join in the Al-N-C system. Hence, the phase rule allows for phase
fields with up to three coexisting phases. The designations 12H, 21R,
and 27R refer to the so-called "AIN" polytypes (10). In this system
there seems to be an intimate relationship between liqitid formation
and the appearance of the various polytypes. Further, the morphology
of the polytypes are variable and seem to reflect the difficulty in
attainment of equilibrium. It is our conclusion from this work in

the vicinity of the ALON Lability field and also other parts of this
system that some of the polytypes are metastable products of quenched
or poorly quenched liquids. We have not yet determined how to differ-
entiate between AiN polytypes which are metastable from those which
are not. Hence, in Figurm 1 we have "dashed in" all the phase bound-
aries dealing with polytypes and in some cases have not differentiated
between a liquid and the polytypes.

There is a relatively wide range of compositional stability,
roughly centered at 35.7 mole % AIN, and a maximum in thermal stability
at about 2050 C. At this point ALON seems to melt incongruently into
one alumina-rich, stable liquid and one nitride-rich, unstable (vola-
tile) liquid. At about 2000 C on the AiN-rich side of the single-
phase field, vaporization increases dramatically which kinetically
seems to influence reactions in the single-phase region.

As previousl, indicated by McCauley (11) a constant anion
spinel model seems to predict an ALON com osition at 35.7 mole % AIN.
Using the chemical formula AI(64 + x/3 II (B - x)/3 032 - x
obtained from this model, the following composition for N = 5 can be
calculated:

A12 '0 2 7 N5 = 5 AIN'9 A12 0 3.

Crystalline solution stability limits were determined by
detailed reflected light microscopy and refined lattice parameters.

455

• '4



*McCAULEY & CORBIN

* One Crystulllne Photo
O O O�o 0 Liquid 4 Ono Crystalline Phoas
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O Liquid Phase 2150
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12H + Liq.

-2OM C .(35.7 mro AIN)0-.. .. . 2 . . K• "- , 050

ALON 12 uN Liq?) 20
- Liq, Figure 1. Proposed isobarlo

* * *• (1 atm of flowing N2 ) high.
'. temperature phase relation.

0 ALON 19501 ships In the region of ALON
ALON 21R Li?) ' stability In the pseudobinalryALON 2IR Liq?)A1203.AIN composition join.
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50 4 030 1
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Figure 2 illustrates the phase assemblages on the 37.S mole II AiN
composition line on either side of an apparent phase boundary line
between the ALON single-phase field and the liquid plus AWN and 12H
polytype (and/or liui) eion. Notethdrmicispeaneo
porosity in Figure 2a and the concurrent appearance of liquid. The
liquid and 1211 polytype appear as the lighter colored intergranular
phases in Figure 2a; in Figure 2b the darker circular areas are
remnant porosity. This liquid occasionally quenches to a noncrystal-
line phase, but also crystallizes into various types of AlN polytypes,
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a. 2025 C - In iiquld + ALON(SS) field; b. 1075 C - n ALON(SS) field;

Figure 2, MIcrostructures of phase assemblages In the A1203 -AIN system; 37.5 mole %0 AIN,
1O-O66-BOO/iAMC-177

in this case the 12H- polytype, Figure 3 illustrates the microstruc-
ture of the ALON plus liquid region on the A1203-rich side of the

singlorpher to confirm the microstructurally determined range

of ALON crystalline solution, refined lattice parameters were deter-
mined by a least-squares technique on X-ray powder diffracting data.
These data are illustrated in Figure 4 along with those obtained by
Lejus (7) on material fabricated at 1700 C. There Is about a five
mole %~ AlN difference between a least-squares line through the 1975 C
data and the Lejus line, The difference can possibly be ascribed to
a higher oxygen content of the latter material or the sluggish reac-
tion rates at 1700 C. The equation for this line is indicated en the
f Igure.

ALON ceramics of various nitrogen compositions can be
sintored using the experimental conditions previously indicated to 99%
of theoretical density. The theoretical densities werr calculated
using the constant anion model and the refined lattice parajieters.
Figure 5 shows a typical set of characterization data on a series of
runs at 37.5 molc' % AIN. By relating these data to the microstruc-
tures illustrated In Figure 2 It can be seen that the appearance of
liquid results, In a druamatic increase in volatility, reprcsented by
weight percent Ins-; on the figure.; percentage of theoretical density
is also indicated in purentheses. A reaction and sIntering scheme is
also indicated on the figure.
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Figure 3. Mlciostructures of phase assemblages In the A1203 -AlN system;
25 mole % AIN, T a 2025 C.

1U.Ofl.1 12GIAMC?77

Reaction and Sintering -* Sintering (No Liquid)

Sintering (Liquid + Vapor Formation)

A preliminary apparent decrease in density occurs during formation of
ALON, caused by the diminishing amount of the higher density a-A10f3.
Optimum properties and liquidless sintering must be carried out below
about 2000 C to prevent the formation and subsequent vaporization of
a liquid phase. Residual, quenched liquid, either as a noncrystailine
phase or as one of the "AIN" polytypes, will have a largE, effect on
the properties of the material. Note the increase in dens~ity for thc 0
material sintered for three hours.

Formation of sintered, single-phase AWON ceramics free of
second phases can he easily accomplished In the single-phase fleld.
However, detailed reflected and transmitted light microscopy of
iintered ALON samples do reveal occasional evide~nce of grain botindar~y
phases - probably low melting phases due to unavoidable impuritivs In\
the starting powders, especially AIN. Figure 6 Illustrates a typical
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7.950 fI
1700 C iLejusi

7,94o - 1975 C (rsnWork)

7.930

a () , 0,0017 (mlo AIN) + 7,8M8
, I , I ,I , I ,, I I ,,

40 30 20

Mole % AIN

Figure 4, Koflned lattice parameters of cubic aluminum oxyniltride
spinal (ALON) as a function of mole % AIN at 1975 C.

microstructure of material exhibiting a relatively large amount of

remnant porosity. This material seems to react and sinter quite
rapidly into a uniform grain size microstructure. For our experi-
mental conditions, grain growth is quite rapid, with an average size
somewhere between 50 and 100 ijm. An abundance of apparent spinel-law
(jll)) twins is also eviuent in Figure 61, which seem to polish at
different rates, since some are elevated and others are recessed. A
small Increase in sintering temperature (1975 C to 2025 C) results in
much reduced reý,idual porosity and a microstructure that only micro-
scopic defocussing at low magnification (Figure 7a) will resolve the
grain boundaries; scanning electron micrographs of fracture surfaces
of this same material are illustraIted in Figures 71) and c to} further
Illustrate the microstructure.
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Wt% Loss
11 10 9 8 7 6 5 4 3 2
I I I I I I I I I

2100
AAoLON and L xI (90.2%)

Liquid and Vapor
Formation ALON and L X X. t-- I r. .. $,

~2000 -
SALON x

Sintering (No Liquid) M(9.1%)0 X

1(3 hr)P (3hr)4 LON W9.6%) X
C (88.3%)

Reaction and oDensities
Sintering ALON + atX Wt. Loss XI

ssed and H (92.6%)
lRreated) 1.73

(46.6%) ALON + aOx

1800 } 3.71 (9.5%)
il I I I I

3.20 3.30 3.40 3.50 3.60

P0 (glcc)

Figure 5. Variation of density and weight percent loss with temperature

(1-hr runs) of 37.5 mole % AIN mixtures.

Figure 6. Microstructures of single-phase cubic aluminum oxynitride spinel;

T = 1975 C; 30 mole % AIN; t = hour.
19-066-503/AMC.77

IV. PROPERTY DETERMINATIONS

Preliminary properties are now being measured on sintered
ALON materials. Figure 8 illustrates a polished disk (0.035" thick)
of a 30 mole % AMN material exhibiting a high degree of transparency;
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0. 1 min• :

a. Reflected light - slightly defocussed to bring out microstructure

25=m

b. SEM - fracture surface c. SEM - fracture surface

Figure 7. Microstructures of single-phase cubic aluminum oxynitride spinel;
T = 2025 C; 30 mole % AIN; t =: 1 hour.

19-066-504/AMC-77
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Figure 8. Transparent disk of single-phase
cubic aluminum oxynitride spinal.
13.0OS4S574/AMC-77

the word ALON is behind the disk. Table 1 lists several of the prop-

terms of a multimode sensor window is the high hardneis, relatively
high IR cutoff and the excellent dielectric properties. Table 2 is 6LI
more extensive listing of the dielectric properties and Figure
illustrates the dielectric constant and loss tangent as a function of
temperature for measurements at 10 M~-z frequency. These properties
will significantly improve where 100% of theoretical density is *
achioved. Figure 10 illustrates the excellent oxidation resistance of
ALON in air up to 1200 C. At this temperature a protective film is
formed that serves to persist and inhibit additional oxide formation.
Thermal expansion has also been measured and is illustrated in
Figure 11; note that the sample returned to its original exact dimen-
sion. The average coefficient of thermal expansion (ac) calculated
froim 20 C to 980 C is 7x10-6 to~l, qignificantly lower (22%) than

Table 1. PROPERTY DATA FOR CUBIC ALUMINUM OXYNITR IDE SPINELS
-Sonic Hardn~essK' Ton 8 I

Mole% Density Max% Modulus Knoop(IUO) Ic (10 MHz) (ID MHz) Cutoff Rot. I ndex
AIN gicc Density _x106 psl kgjmm2  MN/n 312  (25 C) (25 C) (,m) (X-C. 55 yim)
30 3.66 98,8 46.0)3 1788 0.48 8. 56 0, O04 5,18 1.770
33.3 3,68 99.2

31.5 3.57 96.1 1624 1.785

Ki Critical stress Intensity factor trom Vickers hardness Indent
KI Dielectric constant

Ton 8 -Dielectric loss tangent
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Table 2. DIELECTRIC PROPERTIES OF ALON

TOC Fre., Hz 1' I1 104 I1 16  107

25 K• 8.56 8.56 8,.6 11,56 6,36 8.56
K" 0.013tan 8 0,0015 0.0011 0.0006 0.0005 0,0005 .0004
' 7.1 x 10-13

150 K, 8,.62 .60 8.0 8160 8.0 8,50

N" 0.C8
tan 8 0.0033 0.0037 0.0024 0.0018 0,0010 0.006or 1.6 X 10"12

300 K' 8.97 8.79 8,72 8,5 8.64 8.64k K i 0.242
tan 8 01470 0.012 0.0094 0,002 0,0126 0.0020
a 1,09 1 i0"I1

400 oc' 10.0 9.40 9.13 8.95 6.76 8,72

K f' lt o 709tan ,8 0.0709 0100•5 0.0229 0.,0078 0.0031 0. D031
t " .4 x 10-"I1'

500 •' 14.0 11.7 9.92 9.18 8.95{ 8,87
K11 14, 2 2.48
tan 8 1.014 0.212 0,0941 0.0370 0.0136 0.0070

7. ,89 X 10"10 1.4 x 10-9

KI • Dielectric constant
K" 11 • Relative loss factor
tan bi • Loss tangent - 01Wx

-' DIelectric conductivity

a-Al 2 0 3 at 9x10- 6 C°-I at equivalent temperatures. This value
suggests a much superior thermal shock resistance of this material
over a-A1 2 0 3 . Many preliminary shapes and sizes of ALON have been
fabricated, These are illustrated in Figure 12. The thin disk
covering the AMMRC logo was simply saw cut and was not polished at all.

V. SUMMARY AND CONCLUSIONS

A refined hilgh temperature phase diagram in the region of
stability of cubic alunminum oxynitride spinel (ALON) along the Al 20 3 -
AIN composition join has been determined. This material can also be
described as nitrogen-stabil~zed cubic nluminum oxide. Using this
newly determined diagram, single-phase ALON has been reactively sin-
tered to nearly full density. Sintering is carried out quite easily
and polished thin disks exhibit visible light transparency. Ihe
lattice prrameter of ALON varies with composition from 7.938A for
30 mole % AIN to 7.951 A for 37.5 mole % AIN sint,•red at 1975 C. At
this temperature the limit of ALON crystal line solution is from 40 to
about 27 mole % AIN.
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Figure 10. Oxidetion of 30 mole "4 AIN ALON at various temperatures as a

function of time In air.
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Timparaturs, dog C

Figure 11. Thermal expansion of 30 mole % AIN ALON,

S•.': Cm I

Figure 12. Various fabricated bodies of ALON.
1l12-.-)ij1 DARCOM-79
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Preliminary properties determined on ALON strongly suggest

that it is a viable candidate for future multimode EM sensor window
requirements and as an improved substitute for A120 3 in many other
.applications.
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DISPOSAL OF SOLUBLE SALT WASTE FROM
COAL GASIFICATION

CHARLES E. MC KNIGHT, PE
CHEMICAL SYSTEMS LABORATORY, USAARRADCOM

ABERDEEN PROVING GROUND, MD 21010

INTRODUCTION

Energy predictions froml various sources indicate a short-
fall. Attention has, therefore, become focused on the use of coal as

fa partial solution, with subsequent realization that nunterous aspects
of coal utilization need to be studied. Among these aspects is the
production of gas from coal. In such a study, restrictions on
degrading the environment have a direct bearing on discharge of water
from the plants, this largely by virtue of the solids content of the
water. Increasing tightness of environmental restrictions leads to
a probable requirement for zero discharge of liquid effluents. A
suggested method of achieving this is examined in this paper.

For the waste disposal of salty water, ocean dumping may
seem an obvious solution. However, ocean dumping is gradually being
outlawed and is not at all available to most of the geographical
areas of the world. For land areas (this applies to the bulk of the
world's industry) the ocean dumping counterpart is stream or river
dumping. This is restricted by regulation and becomes a matter of
negotiation and controversy for all but the cleanest of salty waste.
The sludges that invariably accompany waste soluble salts are an
additional impediment to river dumping.

Public Law 92-500 of the United States reads, in part:

"It is the National goal that the discha:,ge
of pollutants into the navigable waters 'be
eliminated by 1985."
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Public Law 94-580 encourages resource recovery on a National
scale.

This paper addresses pollutants in the form of soluble salts
and resource recovery in the form of water and land.

River dumping cannot be considered a satisfactory way for
industry to be environmentally clean, even for those industry owners
who have access to a river. A method available to inland industry is
deep-well dumping. This will handle both solutions and sludges, but
it entails capital expense for the well, the pollution of an under-
ground resource, and uncertainty as to where the pollutants will
reappear. Various methods of disposal that have been considered are
listed below:

1. Sale or reuse
2. Ocean dumping
3. Controlled or secure landfill
4. Under ocean floor burial
5. Deep well injection
6. Encapsulation:

a. Pozzolanic landforming
b. Deep formation grout injection
c. Glass encapsulation
d. Plastic encapsulation

7. Chemical fixation
8. Electrolytic conversion
9. Dry-land (desert) storage

10. In-door storage

The method in this paper is a highly-refined, expertly-arranged
instance of pozzolanic landfill with essential previous preparation
of the waste. Such preparation is part of the present paper. The
method is comprised of a sequence of commercially-available proccsos
to produce a material that is valuable for landform alteration. The
sequence was conceived during chemical process planning for a coal
conversion process. It applies to numerous other industries and
applies world-wide, wherever a minimum amount of water is present to
aid in consolidation of the landform.

GASIFICATION OF COAL

The coal process, to convert coal to methane for use as pipe-
line gasnof the Lurgi type will bu used as a basis to explain the
disposal process. The purpose of the coal gasification plant is to
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produce methane starting with coal, gasifying it and hydrogenating
it. As supplies of low-sulfur coal diminish, coal gasification must
operate on high-sulfur coal, and this gives rise to an important
section of the complete process. To maintain the integrity of the
environment and at the same time to be more efficient, energy-wise,
is the challenge of coal gasification. In the Lurgi process, one

example out of the many coal gasification processes, lump coal is
introduced into the top of the gasifier (3). Steam and oxygen are
injected. The resulting high temperature produces a gas which then
undergoes a quench-cooling, water-gas shift, hydrogen sulfide and
ammonia removal, methanation, compression and dehydration.

The slag or ash is cooled by quench water (including cooling
tower and other blowdown water). The condensates from gas cooling
and scrubbing lead to coal oils and naphthas as well as phenols,
ammonia and aqueous wastes. The removal of acid gases (i.e., carbon
dioxide and hydrogen sulfide) result in vented carbon dioxide and a
sulfur product such as elemental sulfur, sodium sulfate, or sulfuric
acid products that can be kept out of the environment.

WATER USAGE

In this process the basic reaction for producing methane
is the reaction of water (steam) with carbon (coal): 2C + 2H2 0 a

Co + CH4 . Water from the environment must be supplied for this
and for boiler feed water. Rainfall naturally enters the plant site
and must be accounted for before it leaves the site. During transit
through the coal conversion process, the water is used and re-used
several times, but finally it becomes a wastewater and must be
treated for disposal to the environment. The proposed disposal
process starts with the formation of a "combined feed" to the dispo-
sal process proper. To form the cumbinod feed, site runoff (which
may include leachate from coal and slag piles) is mixed with the
waste water from gas purification. This mixture is wet-oxidized,
then polished by filtration through activated carbon. The low-
organic effluent which results is made up with softened raw water
to become the cooling tower make-up water. The cooling tower blow- 2
down now becomes the wp-te. The "combined feed" to waste disposal
is now formed by adding sulfur recovery waste water, sanitary
effluent, boiler blowdowns and ion exchanger blowdownm. A combined

feed nnalyslg calculated during the design study showed it would beapproximately 1.3 percent total solids, a mixture mainly of sodium
sulfate and chloride.

I'7

t 471

.4.2.->4!



rt

MC KNIGHT

A full-size coal gasification plant is expected to produce
250 million standard cubic feet of methane per day. For this size
plant, the L.ombined feed to disposal is approximately 1 million
Xallonb per day (1 MGD), depending upon geographic location and other
factors. Larger quantities of water are recycled and are lost by

evaporation at the cooling towers. This figure would apply sepa-
rately to each of the many full-size coal gasification plants
requirad to provide energy self-sufficiency in the United States,
this being the objective of the federally-sponsored Project Indepen-
denlce.

DISPOSAL-RECOVERY PROCESS

The proposed disposal-recovery process is shown in Figure
1. Use is made of electrodialysa to recover a large amount of
water for reuse in the coal process and to prepare a strong brine.
With a strong enough brine it appeared feasible to evaporate econo-
mically to a stronger brine or even to dryness in the next step,
again recovering water for reuse. The final wet or dry soluble
salts are then to be encapsulated by one of several techttiques for
use in fnrtning a landfill suitable for agriculture, construction, or
for any other land use. Pozzolanic encapsulation is preferred. The
sequence of waste treatments proposed here has not been reduced to
practice as a totality on a pilot plant or larger scale, although
each separate step (such as wet oxidation, electrodialysis, evapora-
tion and encapaulation) has been proved separately in commercial
applications. A paper study was therefore made to explore the water
treatment outlined above. The general results of the paper design
study are presented in this paper.

ELECTRODIALYSIS

Electrodialysis takes salts, the minor constituent, out of
water, rather than water from the salts. The electrical energy
required is primarily that required only by the salts, the minor
constituent, and does not depend primaiily on the total bulk of
water. A brine results whose strengtb is theoretically limited only
by thL solubility of each salt. The method has a high energy effi-
ciency and its proponents have been overcoming the economic limita-
tion of high equipment (membrane and cell) cost. Electrodialysis
generates only a minimum amount of wastes and these can be handled
downstream. Membranes must be replaced; pumping costs and salt
tvansfer energy are required.
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A theoretical minimum work of separation can be calculated
from the Gibb3 free energy of mixing, resulting in I BTU per pound
of reusable water for the conditions studied. For other conditions,
mathematical optimization shows the energy required versus concen-
tration of feed starts from zero for absolutely salt-free water and
increases in proportion to the square root of concentration. These

"other conditions" include localized parts of the electrodialysis
equipment where strong brine is present and is acting as a "feed" (6)
in the strong-brine end of the equipment, before being discharged
to evaporation. Consequently, the actual energy required will be
more than 1 BTU, but will be less than the 1000 BTU required by
oridnary evaporation. It is, therefore, possible to recover most
of the water by electrodialysis with the expenditure of upwards of
I BTU per pound of water recovered and the remainder by evaporation,
expending downwards of 1000 BTU per pound of water on the remaining
few pounds. Increased exit concentration from electrodialysis
requires more stages in the process design, with a moderate increase
in cost per unit of water recovered,. This effect is illustrated in
Figure 2,

EVAPORATION

For evaporation in the presence of solid salts, an oil-

fluidized process (1) is desirable. By mixing oil with brine, the
brine can be evaporated completely to dryness and pressed or centri-
fuged without thickening, scaling, fouling, or caking. The mixture
passes through the evaporator, leaving the solids suspended in the
dry oil as fluid slurry. The oil is then centrifuged off to be
used again, and the dry solids are left. Water is recovered for
reuse in the coal process; its oil is recycled, and thu water-solu-
ble solids can emerge in a dry powder form. This form is suitable
for encapsulation to permit final disposition of the salts as insolu-
ble forms that will not contaminate water in the environment. The
purpose of the oil is to lower the vaporization temperature of the
water, to improve heat transfer in the evaporator, to keep the salts
suspended so they do not form scale, and to prevent especially seal-
ing and fouling as the salts become completely dry. Water Is crcov-
ered from condensates to be reused as a recovered resource. The oil
evaporation technique is appropriate for a coal conversion plant, as
a suitable onl is at hand in the form of one of the products of coal
conversion.

FOr evaporation, the energy consumed is nearly proportinnal
to the quantity of water recovered and is practically independent
of feed concentration for a given quantity of water recovered.
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When evaporator exit concentration is markedly higher than
its product water concentration, the boiling point elevation may
permit heat economy gain by reusing the heat from one stage in other
stages. A mathematical optimization showed that if this effect can
be utilized, the optimum number of stages without electrodialysis
varies inversely as the square root or less of the concentration
level above that of the water condensate (7). Evaporation energy
requirements can be explored by merely using an even 1000 BTU per
pound for the latent heat of vaporization of water and dividing by
the number of effects to incorporate the factor of steam economy.
This quick method indicates greater than actual economy for evapora-
tion since boiling point elevation must be added to the temperature
drop for heat transfer surfaces to Set the actual steam economy.
The net result is a slight effect due to concentration, Evaporation
remains energy-intensive regardless of concentraLton. As electro-
dialysis generates a stronger and stronger brine, the quantity of
brine into evaporation lessens, Consequently, the energy and cost
of evaporation diminish. The situation is illustrated by the
falling evaporation curve on Figure 2, using evaporation to complete
dryness for the illustration.

It is noted that Figure 2 shows a rising curve for electro-
dialysis and a falling curve for evaporation when these operations
are operated in series as described above. This situation points to
the existence of an optimum cost peculiar to the sequence cf these
two processes, and it has been verified by design calculations.

Figure 2 was drawn so that the minimum point is at 20
percent, a value selected based on engineering judgment. The exact
value must be found by experiment or by a comprehensive design
calculation. Regardless of the final correctness of the 20 percent
figure, it may be used to illustrate the possible energy savings
when electrodialysis preceeds evaporation to dryness (4). A material
balance for this case, based on exactly 1 MCD, is shown in Figure 3.
The theoretical minimum energy (basis: 1 hour) required is I BTU
per pound of water times 326,242 pounds of water recovered by
electrodislysia plus 1000 BTU per pound of water times 16,961 pounds
of water for a total of 17,287,242 BTU per hour. Recovering the
same amount of water by evaporation alone requires 1000 BTU per
pound times 343,203 pounds of recovered water for a total of
343,203,000 BTU. The comparison is as 19.8-l. If the I BTU is

increased to 10 BTU to allow for concentration effect, currant
efficiency, reflux load, pumping and other losses, the comparison
is as 16.9:1. As far as a preliminary design study van go, the
benefits of using electrodialysis with evaporation seem real.
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ENCAPSULATION

The dried soluble salts or strong brine from evaporation
are to be encapsulated for permanent storage. Pozzolanic encapaula-
tion (2) Is a desirable method for accomplishing this. In this
method the salts are blended with fly ash, alumina, silica and lime
in the proper proportions, and caused to harden as a cement-like
monolith of very high density. This can act as a paving landfill,
can be used to underlay crop-yielding soil, artificial lakes,
building foundations, landscaping forms, etc. The author believes
that demilitarization residues can be encapsulated in this manner to
prevent leaching if it is required to store them in a motor, non-
desert, geographical area. The evaporated salts from the coal
process can be considered, as a gross oversimplification, to be
equal parts of sodium sulfate and sodium chloride. The sulfate is
especially suited to encapsulation by means of the pozzolanic method,
because one of the most important insoluble compounds formed when
the mixture sets up is a calcium sulfo-aluminate. The entire mass
is so impermeable that sodium chloride or other soluble salts
distributed through it will not be leached out by water and, there-
fore, will not leach out. A nominal amount of leaching of the
external surface occurs and diminishes rapidly with time. There is
no leaching from the internal surfaces.

Water can be forced slowly into the fill for experimental
purposes if a depth of 90 feet of water is used. This is not likely
to happen in the natural environment. Thirty years would be required
to fill the small amount of porosity of a 10 foot thick bed under
conditions of rainfall of 1/4 inch per 24 hours and 30 inches per
year, with no runoff or evaporation. The penetration rate under
these conditions is approximately four inches per year of water
going in and none coming out. The compacted material as actually
used is graded, and drains are installed to permit runoff and to
minimize accumulation of standing water. The area required for a
commercial-size plant for 20 years (10 feet deep laudfill) would be
approximately 45 acres. Each section would be settled, coMpor:t and
stabilized in a matter of months aftci each last addition. A,-.,s
merely dumped into water can take a long time to stabilize. Unsta-
bilized and "secure" landfills are essentially destroyed land, for
some uses. 1A

Compressive strength develops rapidly, so that as a
landfill, the completed fill is valuable for nearly every imaginable A

land use. Because of its strength it can be disposed or at a slrlpe
that depends on such cinsiderations as final contour desired and
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retention of cover material rather than on stacking stability. How-
ever, before hardening the fill will conform to a wide variety of

disposal areas from low flat land along coastal and tidal areas to
hilly natural ravines.

Other methods of encapsulation may be indicated in special
situations. Sulfur in massive form from the coal y nants may have a
future use as in divider walls for divided highways. In this case
dry soluble salts can be encapsulated in the sulfur. Bituminous
road pavings are also capable of encapsulating dry soluble salts.

Encapsulation is considered to be an energy-unintensive
operation, but does, nevertheless, have a certain energy consumption.
As applied to a coal gasification plant it may encompass slag dis-
posal as well as fly ash and soluble salt disposal. The process
starts with slag of suitable particle size and a suitable reactivity,
mixes it efficiently with the correct porportion of water and avail-
able fly ash and small amounts of additives if necessary. The water
may include a certain amount of soluble salts and organics. The mix
assumes an earth-like consistency and is then placed in the area to
be filled. During several weeks the chemistry of cement formation
proceeds, bonding the soluble salts into a stone-like mass, protect-
ing them from extensive weathering. Energy is consumed by transport
of slag and water to mixer, slag conditioning, mixing, transport to
final emplacement, and consolidation or compaction. The mix should
have approximately three parts of slag to oni part of liquid
(brine). Consequently, the quantity of MIA to be handled will
depend on the volume of brine from evaporation and not on salt con-
tent. All energy and costs in encapsulation will, therefore, depend
on the final volume of brine produced. The actual energy required
will reflect equipment requirements, in this case conveyor., trucks,
and similar earth moving equipment, and most of the energy will go
for acceleration and friction in machinery. Grinding slag and
solids mixing may also be significant contributors to cost.

THREE-PROCESS SEQUENCE

The three processes exhibit a cost Lnteraction (5). Figure
2 showed an optimum brine concentration feee to evaporation, por-
trayed for one evaporator condition, viz, IJO percent evaporation of
the brine. There is a corresponding optimum for each degree of
evaporation. There is a locus. of concentrations of effluents from
electrodialysis and evaporation under the condition that the salt
quantity per unit time is held constant, with the recovered water
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being taken in differing proportions from electrodialysis and evapo-
ration. For any given degree of evaporation and feed concentratiop,
the cost of evaporation will depend on the feed rate to the evapora-
tor. Because of rising electrodialysis cost with rising evaporator
feed concentration (Figure 2), and rising evaporation colt with
falling concentration, the combined cost, in the general case, shows
the same cost at two different values of the feed concentration. The
situation is shown schematically in Figure 4, which shows contours of
equal cost for various degrees of dryness achieved by evaporation
applied to each possible electrodialysis brine effluent concentration.
Encapsulation cost is not shown on this schematic because of the
possibility of encapsulation using some other source of water and
being affected by large quantities of slag, fly ash, other sludges,
etc. All contours shift to the left (higher cost) when cost of
encapsulation is added. For greater clarity, Figure 4 in a schematic
only, and does not show actual costs.

CONCLUSION

In conclusion, a design for disposal of soluble salts has I
been produced. The interactions of its parameters have been shown
by a process design study. The design will enable harmonious compli-
ance with United States Public Laws 92-500 and 94-580, relating to
water pollution and resource recovery. In the disposal of waste salt
solutions, natural water resources need not be contaminated, because
an encapsulation technique is available which will immobilize the
salts. At the same time it will make useful landforms available,
and water as a resource can be recovered. The bulk of the water can
be recovered at a low cost, additional water can be recovered at a
higher cost, and the water which must be discarded unavoidably iI
discarded at a low cost. The waste soluble salts can be provided
with an envlronmentally satisfactory burial.

There is a cost minimum when electrodialys,.s and evaporation
are combined, which is not realizable with evaporation alone, unless
very low-cost thermal energy ie aailable or unless very high-cost
pretreatment for electrodialysis is required.

All the processea making up the proposed disposal process
are commercially available, although they are nowhere operating
commercially as one process. Because of the commercial availabillt'i
of the processes, the proposed process may be a candidate "best
commercially available treatment" for soluble salt disposal.
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NON-LINEAR LEAST CHI-SQUARE ALGORITHM
AN IMPROVEMENT ON NON-LINEAR LEAST SQUARES

RICHARD L. MOORE, PhDV
ARMAMENT RESEARCH AND DEVELOPMENT COMMAND

DOVER, N.J. 07801

Introduction. Because of the high cost of testing, many large
weapon systems cannot be tested over the full range of possible battle-
field parameters. As a result, the developer and the reviewing authori-
ties have come to rely on system simulation to demonstrate the system
capability over the range of untested parameters. These simulations
also are useful to investigate the change in performance resulting from
possible subsystem modifications. In some important programs, the
Government relies on simulations of competing systems to indicate the
relative performance of these systems in situations for which no tests
have been made, although of course, simulations such as these have been
validated as much as possible by system tests. In these instances the
procurement decision rests heavily on the validity of the system simula-
tions. Consequently the need arises for a generally accepted procedure
which is undoubtedly fair to each contractor and provides the maximumamount of objective judgment about the validity of the simulation. In
any such procedure the Government must be able to rapidly evaluate
simulations furnished from a variety of sources.

The procedure must be workable and economical -- that is it must
apply a lot of leverage to the problem with regards to manpower, --

computer programmers and engineers -- the cost, -- computer running
time and validation experiments -- and elapsed time. Implicit in this
discussion is that planning for system simulation validation must be
completed before the first system RFQ is issued.

Many methods are used for system simulations: Monte Carlo, analog,
hybrid, and digital simulation of differential equations. A vsriety of
special and general purpose programs are available for the simulator's
use. Among then are "SPERT", "ACSL," and HIT PRO." The problem for
the user of these simulations comes when he needs to compare theory
with experiment and asks the questions: How good is the theory? Is
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the agreement between theory and experiment good enough to validate the
simulation? (As an example of these questions see Pastrick (1, 2).)
Another question to be considered is: Could it be that the experiment
was defective in any way?

Many simulations have not been prepared in such a way so that they
can be used to answer these questions. In the first place, the simula-
tions are not designed to adjusL parameters to fit data. In the
second place, the system itself may be so complex that the computing
time for complete system simulation is so long that adjusting the
parameters to achieve a better fit between simulAion and expe-iment is
not feasible. Thus a new procedure is needed to combine theory and
experiment.

The procedure suggested by this paper is the use of the least chi
square computer program to simulate the major subsystems of a system
simulation and validate it against test data.

Criteria for comparison, and iteration procedure. In fitting data
to non-linear models of system performance such as systems of differen-
tial equations, the usual criteria is the iterative minimization of the
sum of the squares of the residuals. Other criteria, such as generalized
least squares have also been considered and demonstratea (3). As
Aitken (4) noted with respect to generalized least squares, the criteria
to be used are a matter of choice. In other words, we are free to
decide whether least squares is the best criteria for our purpose. A
particular concern with the ordinary least squares procedure is whether
the residuals are consistent with being drawn from a random sequence.

Many tests have been devised (5) for this purpose. One test of
special. interest in this paper is the Box-Pierce (6) test which is the
sum of the squares of the autocorrelation coefficients divided by
their variances, A typical term is (r,)'v," .

Given all these tests, no way had been devised to adjust the
parameters to better satisfy the data until it was proposed that this
criteria be combined with least squares to obtain a new criteria:
least chi-square (Moore, 7, 8, 9). By finding the parameters which
minimize chi-square, the probability is maximized that the residuals

come from a population with a given variance c' , and from a random
sequence. The variance must be independently determined from theory or
measurement as the measurement error.

Thus, a probability can be generated from the computed chi-square
which permits the statistician and decision-maker to compare the "good-
ness of fit" of the simulation of several quite different systems. In
this way a direct comparison of the validity of the simulations can be ma(
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The figure of merit, 7 (chi-square total.- s the sum of Se IL

and Tthe Box-Peirce wnber
I. q ,-,, /Z `J

Derivation: We will follow the procdure dnf adost of the notation
of Aitken (4) for generalized least squares:

Let the representation of the vector of data:
U= a (U lI Uii NI .. U(nl))

by the theoretical vector, be:

V" (Y(NI), y(Ii). .. y(Xn)

U6, U1 . yj* -

Let I dewote a columovector of k + 1 coefficients independent
oflsuch that:

6"" (* ( ll, is"6.'. .... * i)

Define the matrix P* as the matrix whose ith row is

(The asterisk symbol * will be used to indicate an estimate of the
indicated sysbol where convenient. However, it will not be used on
complex expressions involving , r, and rj because of typographical
difficulties).

In this expression v- is defined as follows:

V1 s19 CI , o o ... . .::0 ..G0:
O0010 ,..

In these, the subscript "J" indicates a•,nit value in each of the ith

rows and (i + J)th column.

If v, is the variance of *, , then

e l .I I

and: A M d '# I .
.1

(Note the difference between V1,1 1 d.#° V
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On differentiating C X) with respect to ( *•) and substituting

(do) * P e0*]-u*

as an estimate of the increment of the resiOiials needed to minimize ,
the algorithm for CX81becomes:

(eel* IP*' r Pei-, P"* r u*'

(d (d /%8 2 rp

If r equals I, the expression forti@'1 reduces to CPe0• NM#,
which is the same as the algorithm for ordinary non-linear least squares
used in such computer programs as provided by both IBM and CDC libraries
as well as in SAAM-27.

By inspection, P"'replaces Poin the ordinary expression. To
modify the ordinary expression,11is computed. P*' is postmultiplied
by 1 , and the product placed in the computer memory where P*' is
normally stored. is substituted for tW' whereever it occurs and

* no further change is need in the iteration procedure.

These expressions have been programmed into the Simulation And
Analysis Modeling (SAAM-27) program of Berman et al, (10, 11) an indi-
cated above, multipying P*', by p , and letting the program proceed from
that point. The usual iteration continues. The computer program
resulting from this change has been designated for control purposes as
SAACH, and has been tested on the CDC 6600 at ARRADCOM, Dover, to deter-

mine the following questions:

1. How much change is there in the final parameter estimates?

2. What change, if any, is there in the number of iterations?

3. What change is there in the time per iteration?

Four problems of different origin and whirh use different mathe-
matical models have been run on the SAACH program to answer the above
questions. In the first example: Gun Chamber Pressure Waves, the
mathematical model used is the superposition of two pressure waves
generated by analytic models in the program, with the adjustment of up
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to eight parameters to obtain the best fit to observed data. In the
second example, an aircraft control system simulation, the mathematical
model is a set of four linear differential equations, simulating the Yaw
Damper system on an aircraft. These equations were solved by a special
procedure developed for SAAM-27 by Berman et al. (12), with up to four
adjustable parameters. In the third example, a biomedical problem
furnished as a test case by Miss Rita Straub of Brookhaven National
Laboratory, the mathematical model was a set of seven coupled livear
differential equations with five adjustable parameters; this was solved
by the same method as used in the second case. In the fourth and final
example: KEWB Kinetics, a simulation of the nuclear reactor transients
of the Kinetic Experiment Water Boiler, the mathematical model was an
extremely non-linear set of coupled differential equations as described
by Hetrick and Gamble (13). These equations were integrated by the
fourth order Runge-Kutte integration procedure of SAAM-27, with only
one adjustable parameter. The results of these analyses were discussed
in detail at the 1979 Design of Experiments Conference (9). Abbreviated
discussions of the result of each problem follow.

Gun Chamber Pressure Waves. Unusual pressure waves suggestive of
an acoustic wave superposud on the normal gun chamber pressure-time
curve, have occurred in tests of the XM211 propellant charges at zone 3
for the M101 projectile in the 155mm gun, (Knutelski, (14)). The
mathematical model used was:

P exp ( - Ct-tl) '/2o' I

+P 2 *XPf - t-t 2 )2/2o 217 X sinlfiwf Ct-t 3) + w~
Three parallel cases were computed once the fit was good enough to

permit iteration with different ranks of autocorrelation. Because of
computing difficulties which arose when trying to converge on six or
seven parameters, the iteration was initially restricted to four para-
meters: Once the fit was good and had converged using these four para-
meters, their final values were used as initial values for a six-parameter
fit. Finally, all eight parameters were allowed to vary.

Two results of this series of analysis are plotted in Figs 1, and
2. The case numbers are BGK-3.30356301-0, and 3.30356511-5. The first
"has no autocorrelation cuefficients; the second, 5, a third, (not
shown), 10. The parameters for these cases are given in Table 1, (note
that the last three digits only of the identifier are used here). Some
pavameters are quite different from case to case.
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The apparent fit from the figures is best for the case of five
autocorrelations given in Fig. 2. The fit of this case was also
better than that for 10 autocorrelations which is not illustrated.

The value of the sum of the squares of the residuals as shown in
Table 1 was actually much smaller for cases 511-10, and 301 than for
511-5 yet the fit as noted above was not as good.

The last row of Table 1, gives the values of the experimental
variances assumed for these cases. These were arbitrary numbers taken
as example only, because the precision of the measurement system is
probably much greater than the value given; i.e., the variances should
be smaller. However, if smaller values were used, such as when case
511-10 is compared to 511-5, the weight on the sum of the squares is
greater but the goodness of fit appears to decrease, thus illustrating
the need for least chi-square iteration.

Table 1 also shows the effect of least chi-square in terms of
number of iterations, and computing time. When five autocorrelations
were used, as in case 511-5, only a small increase in number of itera-
tions is found and a moderate increase in computing time as compared to
301. If ten autocorrelations were used, as in 511-10, the number of
iterations increased, and the time increase was 1.8 times greater, giving
about double the increase in time for double the number of autocorrela-
tion coefficients.

Table 2 shows the a~toco~relationl up to order 20 for the three
cases. The values of X , X , and X for the number of autocorrela-
tions used (0, 5, 10) ia shoin in the last rows of this table.

Aircraft Control Systems. A typical aircraft yaw damper design pro-
blem (15), was analyzed to illustrate the use of least chi-square. To
optimize the design, four parameters may be adjusted to give the best fit
to a desired response curve. These parameters are 4, , , andi .
These correspond to the parameters L(0,4), L(4,1), L(4,1), L(4,2) and
L(4.3). A vector of a random sequence of normally distributed errors2
from a population with variance of (.033) was added to the data vector
to simulate the effects of sampling error; this may be considered to
represent an allowable error or tolerance in fitting the curve.

2
The value of was set at (.033) , six autocorrelations were used

for the problem which was identified as CONRLM 4.011-6. Another run
was used on the same data with the standard least squares algorithm.
Fig. 3 shows the fit obtained for the data and is typical of the results.
Table 3 showns the number of iterations for each case. It took 4 itera-
tions for the ordinary algoithm to converge, and only two for the least
chi-sqare algorithm with six autocorrelation coefficients (CONRLM 4.011-6).
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CASE

UNITS SYMBOL 301 515-1 511-10

10 kpsi P 20.04 19.7 19.95
10 kpsi P1 4.146 33.3 3.998
sec t2  .057 .0568 .0568
sec t1 .056 .0564 .0565
sec t 3  .0557 .0558 .0558
see .rr0027 .00279 .00270

sec .00051 .000597 .000519
Hz f 327.6 344.4 361.08
No of
Iterations 18 19 21
Computing
Time (sec) 51.2 58.0 63.2
Experimentas
Variance ep) NOT APPLICABLE (.45)2 (.317)2

TABLE 1. Parameters Fitting Pressure Curve.

CASK 301 511-3 .11-10

I .717 .680 .696
2 .477 ,427 .443

3 .286 1247 .248
I. .06 .027 .013
S -. 113 -. 36 -,160
6 -.246 -. 256 -.291

3-.03 -. 315 -. 346
1 -. 322 -'334 -.361
9 -. 307 -,312 -. 34 2
0. -. 245 - .240 -. 276

11. -. 130 -. 104 ".155
12. -. 011 .031 -.035
13, .069 .150 .048

14 IJ 217 .12 3

15. :110 .203 .106
16. .075 .A68 ,0'5
17. -.023 D057 .0004
18. -. l21 -. 068 -. 090
19. -. 202 -. 149 -. ,130
20 ..2 3 -. 205 -. 145

SUm.

SqN. 57.9 67.9 51.62

912 57.9 62,96 116.2

x12 33.01 62.4

'TOT 95.97 178.6

Table 2. A',tocori.latione and Chi-Squgre for final
mo0 0,1 o f X12 1 1 P rs g iu re O$ "' l l t iO,
(XI b1:ed oc thn first 5Autororreatioe.
gj C.a 511-5, and the first t0, for case
S11-10)
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No0. Go ITIEN,

L(0,4) 17.0 63
L(4, 1)~

.09'. o.o

LO2 1 -.11

-. 134 
-

B ~.030 *
jimof q. .0214? .03135

X 2 28.0 28.82

23 2.71 2.49

XT 31-67 31.31

Table J. Results of Yaw Oamper Calculations

ITKWVCASI L71 1.0021-0 KX1 1,0023-5

L(2,I0 0421 44
L(311) .0411 01

.0212 .02s1
.0743 .0624

A().227 -,223

PMS .172( -.140

X131.22 31.24

2 3.99 3.04

25.21 42

Table A. Results of St 60 hb~Y@ example Calculation.

Autorarrlatiofl, K2 gad XTfor came 2(31 1.0021-0
computed for coapalfison

inVVCASI kVI 1.003-0 IV! 1,005-3 M( 1.0007-6

L(11.1) 5.316 XIO'0 S.3153 XIO0 5.262 2 to0

MCI) .162 .752 .

Nd) .4'. .44 .453

%M).15.9 
-. 122

RM4 -.204 .1

N(S -.316-.1

AM6 -.235 .290

2121.14 1.2 1 10 121.99

X2236.71 35.L0

2157.55 136.89

Table S. Stiluits of KLnjette Upopriuant Water bilgr C-1culath.ilI
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The times for one iteration were 8.2 and 8.5 sec respectively. (Part of
the increase in time for the least chi-square case was due to several
attempts in both iterations to improve the fit by reducing the step size.)
As shown in Table 3 the parameters L(O, 4), L(4,2) and L(4,3) appear to
be different by significant amounts. (The autocorrelations for case
4.011-6 appear well within the random range.) The normalized sum of
squares of the residuals is less, as expected, for the ordinary least
squares, Case 4.012.

Brookhaven Example. A sample test case was received from
Miss Rita Straub of Brookhaven National Laboratory. The exact nature
of the probe. was unspecified but from the form of the differential
equations it appears to be a kinetic problem in which the material in
component one decays into components two to five, and component two
may change into component one. Component seven is composed of com-
ponents three, four, and five. Although some coupling parameters may
actually be unknown, they were assumed known, because the present
version of the program will not iterate either type of linear coupling
parameter with the least chi-square algorithm. The data were avail-
able for the amount of components 1, 3, 4, and 6 as a function of time,
(where component 6 is the sum of components 1, 2, and 5).

Both the run with no autocorrelations and the run with 5 corre-
lations (KJE 1.0023-5), took 7 iterations to converge. The risults for
the two cases are compased in Table 4. Since the value of X , (31.24)
is large compared to X (3.04), the major emphasis in this Ease was on
reducing the sum of sqaares, and thus it is similar to the case run
with no weight on the autocorrelations. As would be expected, there is
only a small difference between the final values of the parameters of
the two cases.

Reactor Kinetics Example. This example illustrates two things:
First the use of the least chi-square algorithm, and second an apparently
good fit between data and a physically incorrect model. Hetrick and
Gamble (13) proposed a non-linear feed-back term proportional to the
energy in the reactivity of the KEWB reactor to describe the fit.
Later experiments (16) where the void amount was inferred from measure-
ments and where the thermal effects on reactivity were also carefully
measured, showed that shutdown was due to thermal, not void effects.
In the simulation, the effect of the energy on void formation was simu-
lated by the parameter L(ll, 1). The functions correspond, in numerical
order, to the functions used in the simulation: (1) Nuclear reactor
power level, (2) Medn temperature, (3) Mean void volume, (4)-(9) Delayed
neutron groups, (10) Not used, (11) Energy released to that time. The
result of the iterations is shown in Figure 4, a logarithm plot of
theoretical and experimental nuclear power. In Table 5, three different
cases are shown:
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Case 1.003-0 was ordinary least-squares. The values of the auto-

correlaLions and chi-squares are shown for comparison with the other
two cases. Case 1.005-3 used three autocorrelations with a small palue
of the experimental variance thus resulting in a large value of XI .
Both case 1.007-6 and 1.003-0 use 1 x 10 for the experimental variance
thereby reducing the emphasis on the sum of the squares of the errors.
All of these runs took four iterations to converge.

Cases 1.003-0 and 1.005-3 give almost exactly the same results. On
comparing 1.003-0 with 1.007-6, a difference is found in the value of the
adjustable parameter L(II,l). The value of chi-square total is smaller for
1.007-6, and thus this result would be chosen over that of the other case.

The value of the chi-square for ýhe Box-Pierce number is much
smaller for case 1.007-6, although X is slightly larger for the
same case--thus illustrating the traie-off between getting the minimum
as in ordinary least squares, and reducing the autocorrelations as in
least chi-squares. The data for Case 1.003 show the values for R(1) to
R(6) for comparison purposes. The data show that the sum of squares
does not increase from one to the other appreciably, but X , the
Box-Pearce statistic, does change appreciably. Each of tha calculations
give a total chi square which is too large to be consistent with the
residuals being drawn from a random sample, and thus would have given
support for the rejection of the Hetrick-Gamble model,

Comparison of Computing Time. Table 6 summarizes the comparison
of the number of iterations to converge, and the computing time, The
number of iterations was usually about the same. As seen in the last
column the computing time is comparable, with a tendency for the
computing time to be longer for least chi-square than for least squares.
The relative difference is greater when the original total computing
time is short. This just means that, as would be expected, it takes a
larger fraction of the computing time to compute the mitrix Pw and post-
multiply into P*' for cases where the time of iteration is short.

Conclusions. Based on four different types of non-linear theoretical
models for d~ta analysis, our results indicate that:

(1) Least chi-square is practicable for non-linear analysis.

(2) Least chi-square gives a better fit, and is a more reliable
i teration procedure.

(3) The computing time for least chi-square is longer for the
models which use less computing time, but because the convergence of
this iterative procedure is somewhat better, the number of iterations
(and particularly the number of "tries" per iteration) is reduced, thus
keeping the total computing time about the same. Those models with longer
inLegrating time would be expected to benefit more from least chi-square.
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(4) In validation of simulations of future Army sy:,teims, the
SAAM-27 computer program modified for least chi-square can be used at
various stages in the system development. First, as a tool to simulate
subsystems and compare the projected performance with the designer's
simulation. Second, as subsystems are built and tested, they can be
run as "hardware in the loop" and the test data used in the least chi-
square program to validate the computer simulation and provide system
parameter identification. Because no programming is needed to run
SAAH-27 on a variety of problems, both the programming time and the
elapsed time is greatly reduced.

By planning ahead to use SAAM in the validation of the subsystem
modeling and providing the needed subsystem tests, a Program Manager
can reduce the time and effort needed to validate the contractor's
system simulation and will be able to give an impartial, knowledgeable,
and timely evaluation of each system.

Acknowldgements: Mr J. Bay of ARRADCOM has capably performed the
programming needed to modify SAAM-27, Discussions with Dr. Ray Boston
of La Trobe University, Bundoora, Australia on details of the modifica-
tion of SAAM-27 have been essential for its success.
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ARMOR DESIGN BASED ON MATERIAL PROPERTIES (U)

GERALD L. MOSS, PhD
USA ARRADCOM, BALLISTIC RESEARCH LABORATORY

ABERDEEN PROVING GROUND, MARYLAND 21005

1. INTRODUCTION

As a result of extensive research over the last 20 years, an
analysis of high-rate loading and fracture has evolved that models the
three main features of failure caused by stress waves. The nucleation
and growth of voids are the governing processes on which the model is
based. In the following, a description will be given of the char-
acterization of a rolled homogeneous steel armor and a penetrator
alloy in terms of this model. It will be shown by the results that
the model is sensitive to the microstructural detail of the materials
characterized. Finally, extensions of the model that are essential to
the design of armor will be described along with an indication of how
such a design is accomplished.

II. FRACTURE WITH STRESS WAVES

The nucleation, growth and coalescence of large numbers of
voids were first identified as characteristic features of fracture
with stress waves (spallation) in 1960.(1,2) Large numbers of inde-
pendent voids are a unique feature of spallation and occur because
stresses much greater than the strength of a material can be applied
before there is appreciable crack growth. This is ossible because
crack velocities cannot exceed approximately 0.38%Eo (vV7- is the
longitudinal elastic wave velocity V ), and because disturbances
associated with the opening of a voii can only be transferred with the
speed of stress waves. A high density of independent voids is, there-
fore, a general feature of spallation.
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Seaman, Barbee, Crewdson, and Curran subsequently developed

an ingeneouB technique that allows one to describe the spallation of a
given material quantitatively.(3,4) The technique is based on an
experimental determination of an expression that characterizes the size
distribution N(R) (R is the radius of the void) of voids and rate equa-
tions, A and k, for the nucleation and growth of voids. No assumption
is made about the form of theme equations. It is only assumed that the
progression of failure can be described in terms of these variables,

The approach is to determine the relations for N(R), t and A
experimentally with plate impact tests conducted over a range of impact
velocities. Details of the method have been discribed in sumary arti-
cles,(4,5) but it is emphasized that a unique and especially important
feature of the analysis is the method of handling large numbers of
voids. Thim has been possible through a continuum approach that
describes void densities, N(R), at a point. Another unique feature of
the model is that it includes a description of the effect of fracture
on the loading history. It is, therefore, a truly "active" fracture
model.

Characterizations of the spallation of several materials,(6)
including Al, Cu Fe, 8-200 Be and Lexan have resulted in expressions
for N(R), * and i, and it has been found that equations with the same
form approximate the behavior of each of these materials. These
equations are

N(R) No (1)

a •O(cr-0n°)/0 (2)
0

ec (0-0c )R/4n , (3)

The parametearm Not Rl, ýop 0 a-o ' a ,and n reflect the nature of a

material, and the rate equatlons opeflOn the applied stress a
explicitly which makes the progression of failure sensitive to the
loading history. Once the Eqs. for N, A and A have been determined
for a specific material, the approximate spallation of this material
can be predicted for general stress histories bounded by the renge of
the calibration. Presumably, the range of applicability can be
extended somewhat by an extrapolation of results.

111. SPALLATION OF STEEL ARMOR

In a characterization of the spallation of a low alloy Ni-Cr

S5300

S- :o,.o-



MOSS

rolled steel armor (RHA) with the approach just described, it was
found that Eqs. 1-3 are also approximately representative of the spell-
ation behavior of this material. The material parameters determined
are listed in Table I along with similar results for a W-7Ni-3Fe
pmnetrator alloy and Cu.(6) The parameters for each of the materials
are different as they should be in a realistic material-dependent
model, but even though they are differeut for each material and allow
one to compute how a previously characterised material will break under
general loading conditions, it is still not possible to design materi-
als with the nucleation and growth (NAG) model. This possibility has

TABLE I

VOID NUCLEATION AND GROWTH PARAMETERS
FOR SPALLATION

PARAMETER UNITS RHA* 90W-YNi-3Me Cu

ano GPa/cm2  1.8 -2.8 -0.50

0 No(cm Bec) 5.0 x 108 2.5 x 1014 2.8 x 1012

0I GPa/cm2  -0.25 -2.53 -0.20

O.0 GPa/cm2  -0.2 -1.0 -0.50
1/4 n cm 2/l(OPa 00) -7.0 x 10 5 -5.0 x 10 6 _1.3 x 107

R1 am 3.0 x 10"-3 1.4 x 10"4 1.0 x 10"4

*l.27cm rolled 2steel armor Plate .... . .10..

eluded us because of the order in which we have learned about spalla-
tion. Initially, the goal was to quantitatively describe N(R), N and

with simple enough equations to be useful in treating complex
ballistics problems. The approach was to use the data from plate
impact-fracture tests exclusively to establish the equations.(4)

Hance, the equations certainly apply to spallation, but the parameters
are not necessarily related to material variables that are known to
govern mechanical behavior and to be controllable with manufacturing
Smethods. Theme connections still need to be made.

Apparently, more information is required about the NAG
parameters and material behavior before material design can be
attempted with the nucleation and growth equations. Some information
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along these lines is implied by the crack-size distributions that were
used in determining the parameters listed in Table I. A typical result
is shown in Fig. 1 where it can be seen how the cumulative number of
cracks varied with crack radius. Clearly, these results cannot be com-
pletely described with Eq. 1, although it is made up of straight-line

Io

0 0d 00 01 0 0W0 0, O OU

CRACK RADIU1 I."

Figure 1. Size distribution of cracks formed in steel armor (1.27cm
RHA) with the stress waves from a plate impact. Impact
velocity was 0.1178 mm/psec.

Without additional information, it is not obvious why the
curve is segmented, but when the cracks were observed on cross sec-
tions of partially broken samples, the reasons for the two changes in
slope became clear. Three distinct stages of cracking were observed,
and these are illustrated with Figs. 2 through 4.

S~First, there was crack nucleation at MnS inclusions during

which the inclusions were cracked as well as separatcd from the
matrix. At intermediate stages of cracking, short irregularly ori-
ented "hair-line" cracks extended from inclusion to inclusion in
planes approximately parallel to the plane of the plate. Most of the
MnS inclusions were found in these planes which were the weak planes
of a banded microstructure that is typical of rolled steel armor. In
the last stagse of failure, long non-coplanar cracks opened and coa-
lesced by plastic shear on connecting surfaces.
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0.001 Cm 0.0 0c1mm

Figure 2. Early stage of fracture in steel armor showing crack
nucleation at sulfide inclusions.

Figure 3. Intermediate stage of fracture in steel armor showing
cracks extendi~ng from inclusion to i.nclusion in
approximately a single plans.

Fig1ure 4. Late stage of fraicture of steel armor showing the
coaloseenee of non-coplanar cracks by p],latic shear
on connecti:lng 1surfaces.
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These distinct stages of cracking are exactly what is

reflected in the crack-size distribution shown in Fig. 1. The part of
the curve bounded by R A 0.0025cm is the region where there was prima-
rily nucleation at MnS inclusions. Inclusion diameters observed with
the optical microscope ranged from the resolution limit to 0.005cm. i"
The change in slope at 0.0025cm corresponds to the beginning of the
intermediate stage of cracking. Finally, the change in slope at
R a 0.0135cm is an indication of the onset of coalescence of non-
coplanar cracks. This is in agreement with the crack lengths in Fig. 4
which range from 0.01 to 0.04cm.

The coalescence of the non-coplanar cracks is the mechanism
by which the material finally comes apart, and an independent model of
this phenomenon has been presented by Seaman et al.(5) Hence, the con-
sideration will be limited here to the first two stages of failure.
These can be reasonably approximated with the NAG analysis because the
volume of the cracks with radii less then 0.0025cm is small compared
with the total crack volume. They contribute little to the total
separation, and it is sufficient to describe the size distribution ofcracks with radii in the range 0.0025 A R A 0.0135nm. Hence, even

though the entire curve in Fig. 1 is too complex to be described with
Eqs. 1-3, they reasonably approximate the intermediate stage of crack-
ing. This is the important stage to characterize because thia is when
the greatest void volume, i.e., damage, develops.

An important conclusion to be drawn from these observations
is that the crack measurements displayed in Fig. 1 are sensitive to
the microstructure of the material. Clearly, banding, inclusion size
and inclusion distribution are important microstructural features that
govern the failure of RHA, and if a method were to be derived to allow
steel armor to be tailored to resist spallation, it would be important
to include the effects of banding and inclusions in the analysis.
Such an analysis will be presented next.

IV. MATERIAL DEPENDENCE OF FRACTURE

Conceivably, the material dependence of the parameters in
Eq. 3 could be established by deriving an independent relation for A
in terms of the governing material features and equating it to Eq. 3.
Such an attempt will be described because it has yielded useful
results.

The velocity of an elastic crack • can be determined from
an expression of energy conservation during ?racture
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d- 0 + 4yC + kPc2 (

where the first term in parenthesis is the elastic energy, the second
term is the surface energy and the last term is the kinetic energy.
The applied stress is a, C is the crack radius, y is the surface
energy, p is the material density and E is Ynung's modulus.

.2
Differentiating Eq. 4 and solving for Ce leaves

2

E

This can be expressed in terms of the critical crack size C0 at which
crack growth becomes unstable. This is given by the Griffith con4i-
tion as

c a .(6)
Tro

c

where a is the critical stress corresponding to the instability cnn-
dition. Substituting Eq. 6 into Eq. 5 and solving for e leavese

6 ~kp 2a, (7)

Usually, stresses are applied gradually until a equals ac)
and it is assumed that subsequent failure proceeds at this stress
level. Then,

C - -Kl--). (8)

This is the equation commonly used for %e' However, as explained
in 02, it is possible to impose stresses during fracture that are much
gruater than ac when the loads are applied with stress waves. Then,
Eq. 7 is the correct expression for

Steel armor is not a purely elastic material, but also
deforms plastically as it fails. It is well known that for such
materials, the expression for the surface energy should include the
effects of plastic deformation. Gilman(7) has described such a
result, and if it is combined with his relation for the surface energy
of elastic cleavage, an expression is obtained for the energy of a
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cleaved surface formed with plastic deformation. The result is

2

where the indeces hkl define the cleavage plane, Yhkl is the distance
between cleavage planes, a, is the atomic radius, C is the shear
modulus and iy is the yiela strength.

There is an additional plastic effect on the crack velocity
that has previously been ig..ored. The effect is to shift the elastic
stress field beyond the crack by the range o& the plastic strain field.
For plane-strain conditions, applicable when loading is with one-
dimensional stress waves, the length of the plastic zone in front of
tho crack tip is given by(8)

Rm" I t [e(••/ _1] (10)

where pt is the crack-tip radius, and a is the wedge angle of the
crack.

The factor A27wk in Eq. 7 equals the range of the stress
field(7) normalized to the crack length. It is limited to 6 /V1 (
is the maximum crack velocity) for an elastic material, but when there
is plastic deformation, this must be increased by Rm/C. Hence, when
there is a plastic zone leading the crack,

""rn . (11)

The radius of the crack tip is approximately Pt - cc2/(2ciyG).(7,9)

Substituting Eq. 11 for Jw/-k and Eq. 9 for Y in Eq. 7,
indicates that the crack velocity ý in an elastic-plastic material is
given by P

~ [e(-a)/2 -l+ Y] vhi- 2~EU[k1 (1)2 itY (2)

It was initially assumed that cracking would propagate
through the weakest part of a material, and ýn a bainitic steel such
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as Hteel armor this would be In the ferrite. With this assumption and
the properties of ferrite, which cleaves on (100) planes, it was esti-
mated with Eq. 12 that the radius of the crack nucleus activated with
an applied stress of 1.65 GPa should be 3.9pm in 1.27cm thick RHA
plate. A radius of 1.3pm is predicted for a 2.88 GPa load. This is
in approximate. agreement with the smallest cracks that have been
observed, but the crack velocity computed with the same assumptions
was found to be greater than has been observed.

The possibility that cracks might pass the strongest barri-

ers was tested by expressing y in terms of the fracture toughness of
RHA. At an applied stress of 2.88 GPa, this procedure predicted a
nucleus radius of 0.019cm. This is larger than most of the observed
cracks as dncumented in Fig. 1. The conclusion from this must be that
for stresses up to at least 2.88 CPa cracks do not propagate straight
through rolled steel armor without regard for the microstructure.

The results for the two conditions investigated above indi-
cate that initial crack growth is in the ferrite since the critical
nucleus size computed is about the size of the smallest cracks
observed, but these cracks must stop when they intersect strong barri-
lers. This is why the average crack velocity is lens than computed.
The computed velocity applies only up to the time the crack is stopped.
Continued growth can be by either coalescence of cracks or reactivation
of the stopped crack. If continuation were by coalescence, there
should be a sea of microcracks surrounding the main crack. There is
some evidence of this where there are clusters of inclusions, but this
is not typical. Continued growth by reactivation is the alternative.
Irregular continuous cracks should be expected when barriers are
imporLant and overcome by reactivation of a stopped crack, for if
barriers are important, the crack will continue to propagate in the
weakest phase. Hence, it will change direction as it moves into
material with a different crystallographic orientation. An irregular
crack path is exactly what is seen in Fig. 3. Why is a delay time
required if the applied stress ft greater than the nucleation thres-
hold stress Ono? It is proposed that this time is required for the
crack to open sufficiently to activate the blunted crack at the
barrier.

At this point, several features of the breaking process have
been clarified, but it is apparent thet Cp cannot be equated to A for
all C to establish fracture parameters because crack growth is inter-
mittent.

Presumably, Eq. 12 gives the correct crack velocities when
growth is in progress, but part of the time the cracks are blocked.
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The effective velocity is given by

Ii coseO • (C) Ati cos
ci o ci oi

E At + At - At + At * (3
where the subscript i identifies the segment of the crack to open as
the crack grows from C to C+AC, i is the length of the crack segment

breaking, coeo8 is the projection of 1 onto the main crack path, Atci
is the time duing which the crack propagates and At is the time
during which the crack is blocked at a barrier before cracking starts
along 1i. As the crack lengthens, segments break more quickly accord-
ing to Eq. 12, which means Atci decreases with C. The dwell time at
barriers should also decrease since the time to attain the crack open-
ing sufficient to overcome a barrier must decrease as the rate at which
the crack opens increases. It is proposed that the dependence of Atoi
on C is approximated by letting Atoi be proportional to Atci. Then
Ato1 - FAtci, and

t(c) - 6 cosea/(l+F). (14)

As indicated in DIII, cracks nucleate in RHA at inclusions
and grow in the weak bands of the microstructure, but the MnS inclu-
sions are concentrated in the weak bands. This leads to the coales-
cence of major coplanar cracks after growth dependent on the inclusion
spacing. Since the parameters listed in Table I were determined to
represent the intermediate stage of cracking, A computed with these
parameters and Eq. 3 should reflect crack growth and coalescence
except for crack lengths lecs than the inclusion spacing. Then,
equals . This equality at sufficiently small crack sizes allows
cosei/(lF) to be determined from experimental measurements for an
averagt angle 0 characteristic of the steel. Now, Eqs. 12 and 14
should reasonably express the magnitude and material dependence nf the
crack velocity in sound material.

Eq. 12 is based on the plastic work at the new surface
created as a crack propagates and on the effect of plastic deformation
on the stress field bounding the crack tip. Hence, the form of the
equation atnd the yield strength, which is included in the reuult,
reflect the plastic nature of the material. Although nucleation and
growth have been related to the banding and inclusions of steel armor,
the quantitative effects of these microstructural features on tE are
not explicitly stated, and as far as the author knows, they have
escaped previous description. However, one effect of the inclusions
on the crack velocity is now apparent. They limit the maximum crack
length on which the crack velocity is directly dupendent. The crack
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length is bounded because the MnS inclusions exist in planes of the
banded microstructure and because cracks are nucleated at the inclu-
sions independently, as described in Iil. The maximum crack length is
approximately half the intlusion spacing since coalescence must occur •when the cracks reach this length. The width and spacing of the bands

of the microstructure, in which the sulfides occur, establishes the
actual inclusion spacing for a given sulfide volume and inclusion
size. In this way, the banding of the steel indirectly affects the
crack velocity.

The new point stressed is that quantitative predictions of
the crack velocity of steel armor can be made with Eqs. 12 and 14 as a
function of the chemistry and processing of the steel. This is possi-
ble because the spacing and width of the bands in which the MnS inclu-
sions reside, the sulfur content of the steel and the inclusion size
establishes the distance between the inclusions and the crack length
on which the crack velocity is directly dependent.

Manufacturing techniques allow substantial control over the
sulfide inclusignosinot steel. For example, by varying the sulfur
content from 10' t oIO ppm and the inclusion diameter from 0.1 to

lOCm, the distance between
4 C *,CRACK LENGtH inclusions can be changed

from 0.2 to 200pm. This is
Cequivalent to limiting the

maximum crack size and, there-
fore, the crack velocity.

g-3

, The effect of the
crack size and the yield
strength on the crack veloc-
ity predicted with Eq. 14 is
illustrated in Fig. 5 for an
applied stress of 2.88 GPa.
It is apparent that the crick
velocity can either increase
or decrease as the yield
strength is decreased.
Whichever occurs, depends on
the crack size. This is a
new result that occurs

OL. because of the effect of the
0 t o 0. 1.0 plastic zone on the stressfield at the crack tip.

Figure 5. Crack Velocity under an
applied stress of 2.88 GPa.
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When cracks are long, it is clear that the crack Velocity
increases to infinity as ay goes to zero. This occurs because pt is
proportional to a -1, but there is a degree of realism to the result.
It can be interpreted as though the entire cross section of the sample
is the process zone of a crack with complete certainty that microcrack-
ing wiJl occur everywhere in this zone.

The material parameter No is the total number of crack
nuclei. The total number available equals the number of inclusions
larger than the critical nucleus size. The parameter 1o is the

0
nucleation rate when a equals Oo* This should be proportional to the
density of available nucleation sites and, therefore, to the inclusion
density. Hence, • " KN. The proportionality constant was estimated
with results from the program in which the parameters in Table I were
determined. The parameter N_ and the relation for o are two quantita-
tive ways of expressing the effects of inclusions on spallation.

Methods of predicting the void nucleation threshold stress
One have been proposed, but in each of these, the shape of the void
must be known, or assumed. Bounds can be placed on Ono as a function
of the yield strength, but these allow widely different values of a
for a given yield stress. At this point, an experimental determina-n

tion of the dependence of ano on the yield strength is more reliable.
Such observations for steel armor reveal that in the yield strength
range from 0.75 9 CY 9 1.0 GPa, a_ increases as ay decreases. These
experimental results were used in te material computations described
next,

V. ARMOR DESIGN

A new method of designing a material to resist spallation is
proposed that is based on the crack nucleation and growth-rate equa-
tions, the dependence of these equations on the governing material
properties and a method of computing the damage for a given, impulse.
In such a design, the anticipated stress history is an important
design condition. Stresses can be applied that will certainly eventu-
ally destroy an armor plate. The general question is, How resistant
is a material to a stress for a specific time? The design and per-
formance of a material are closely tied to the impulse it must with-
stand.

The rate equations and the governing material properties
have been described, but these are not sufficient to fully assess Lhe
changes in spallation resistance with material changes. A description
is still required of the in-plane crack coalescence that is related to
the planar arrays of MnS inclusions. The inclusion spacing governs
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this coalescense rate directly, and it is a major effect of the inclu-
sions since coalescence is an especially abrupt unzipping mechanism
by which a material comes apart. The approach taken here was to
selectively treat the damage of the weak bands of the banded micro-
structure, which is where failure actually occurs, rather than to
assume uniformly distributed damage. Coalescence was computed with a
random linear coalescence model(lO) in which a new crack is created
whenever two cracks collide. The new crack length is the sum of the
lengths of the colliding cracks, and the number of cracks is reduced
by one each time there is a collision, Damage wan computed with this
model by determining the fraction f of a sample covered by cracks. The
smaller f, the more resistant a material is to spallation.

Average crack velocities were estimated with Eq. 14 and a
crack length limited by half the inclusion spacing which was specified
as part of the material design.

The result of these considerations is that the approximate
effect of yield strength, band thickness, band separation and inclu-
sion size and density on the nucleation, growth and coalescence of

cracks and the
513311 DRAI.ON 6 2,09 : damage of rolled

1.0- A 1,14 ss steel armor can be
computed. Hence,

all it is possible to
O/ design the spalla-

tion resistance of
such a material
as a function of

44 the governing
material variables.
Computations to

@2o demonstrate this
have been com-

. .......... .pleted, and a
0.00 OO5 0IO1 0oN 0.1 representative

result is shown in

Figure 6. Extent of failure created with Fig. 6.
stress waves.

Results from this approach to material design should allow
quantitative material considerations that have been impossible in the
past. The role of inclusions and banding are specific examples.
Furthermore, it should allow many new types of decisions to be made
about material selection prior to expensive procurements and field
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tests. Por example, it may be possible to select material conditions
to allow a prespecified degree of damage,

New conclusions about the role of inclusions can also be
derived from Fig. 6. It appears that for the loads considered an
inclusion spacing of from 40 to 50Vm is particularly undesirable. It
is noted that cleaning a material moderately, i.e., increasing the.
inclusion spacing from 40 to 60pm does not improve the spallation
resistance much. Finally, there is an inclusion spacing beyond which
the affect of cleaning the material becomes less pronounced.

VI. CONCLUSIONS

a. Crack nucleation occurs at inclusions in rolled steel,
and cracks propagate in the weak bands of the banded microstructure.

b. A comparison of the microstructural details of fracture
in rolled steel with the cumulative crack-size distribution reveals
that planar crack coalescence accompanies an intermediate stage of
failure. Crack velocities determined for this stage of cracking with-
out regard for coalescence do not represent true crack velocities.

c. Late stage coalescence of non-coplanar cracks occurs by
plastic shear on connecting surfaces.

d. The method proposed for material design to resist spall-
ation can be successfully applied when the governing material char-
acteristics can be related to the crack nucleation and growth-rate
equations. The inclusion spacing, banded microstructure and flow
stress of rolled steel relate to these rate equations. Hence, mater-
ial design considerations are possible for rolled steel.

e. Minor increases in inclusion spacing may not improve
spallation resistance appreciably. There is an inclusion spacing
beyond which only small gains in spallation resistance are possible.
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